
 

 

 

 

 

  

South African Reserve Bank 

Working Paper Series 

WP/24/03 
 

 

 

Can monetary and fiscal policy account for South Africa’s 

economic stagnation? 

 

Tumisang Loate and Nicola Viegi 

 

 

 

Authorised for publication by Konstantin Makrelov 

 

19 January 2024 
 

 

 

 



 

 

© South African Reserve Bank 
 
All rights reserved. No part of this publication may be reproduced, stored in a retrieval system, or 
transmitted in any form or by any means without fully acknowledging the author(s) and this Working 
Paper as the source. 
 
South African Reserve Bank Working Papers are written by staff members of the South African Reserve 
Bank and, on occasion, by consultants under the auspices of the South African Reserve Bank. The 
papers deal with topical issues and describe preliminary research findings, and develop new analytical 
or empirical approaches in their analyses. They are solely intended to elicit comments and stimulate 
debate. 
 
The views expressed in this Working Paper are those of the author(s) and do not necessarily represent 
those of the South African Reserve Bank or South African Reserve Bank policy. While every precaution 
is taken to ensure the accuracy of information, the South African Reserve Bank shall not be liable to any 
person for inaccurate information, omissions or opinions contained herein. 
 
South African Reserve Bank Working Papers are externally refereed. 
 
Information on South African Reserve Bank Working Papers can be found at 
https://www.resbank.co.za/en/home/publications/Papers/working-papers 
 
Enquiries relating to the Working Paper Series can be addressed to: 
Head: Economic Research Department 
South African Reserve Bank 
P O Box 427 
Pretoria 0001 
 
Tel. +27 12 313 3911 
 
 

https://www.resbank.co.za/en/home/publications/Papers/working-papers


 

1 

Can monetary and fiscal policy account for South Africa’s 

economic stagnation? 

 

Tumisang Loate* and Nicola Viegi† 

 

Abstract 

This paper examines the interaction between macroeconomic variables and the fiscal 

and monetary policy mix between 2012 and 2019, a period characterised by increases 

in public debt and the sovereign risk premium, and low economic growth. Using a large 

Bayesian vector autoregression, we find that monetary and fiscal policy fail to account 

for the observed lower real gross domestic product between 2012 and 2019. Based on 

the historical relationship between monetary and fiscal policy in South Africa, the 

results indicate that we should have observed much higher growth, especially during 

the 2015–2019 period. In addition, we find little evidence that low growth during the 

period can be explained by the much-criticised “anti-growth” monetary policy. 
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1. Introduction

At least up until 2014, the South African policy mix after the global financial crisis had

been strongly countercyclical, with both monetary and fiscal policy being expansion-

ary. Despite this policy mix and the continued accumulation of debt, economic growth

has trended downward since 2011. There is a large debate around the real cause of

these economic performances, including negative supply shocks – electricity supply

constraints, increasing labour costs and strikes and lower education outcomes among

others – and negative demand factors such as low government investment, which has

crowded out private investment (Loewald, Faulkner and Makrelov 2020). All these fac-

tors resulted in low business and consumer confidence.

Another possibility is that fiscal expansions in emerging markets have a ‘speed limit’

determined by the accumulation of debt and its effect on the country risk premium and

external volatility. When the speed limit is reached, any further expansion has a con-

tractionary effect because the positive effect of increasing government expenditure is

dominated by the negative effect of increasing the risk premium and increasing macroe-

conomic volatility. Thus, while expansionary fiscal policy can stimulate growth in the

short run, sustained deficit-financed fiscal expansion over the long run can be contrac-

tionary through its effect on savings and investment (Gale and Orszag 2003). In fact,

in circumstances where fiscal expansion fails to stimulate economic growth in the short

run, the contractionary effects will be acute.

In this paper we investigate the interaction between macroeconomic variables and fis-

cal and monetary policy mix between 2012Q1 to 2019Q4, a period characterised by

increases in public debt and the risk premium, and low economic growth. We divide

this period into two sub-periods: 2012 to 2015 where, while debt was increasing and

growth declining, the risk premium was still lower than its starting value for most of the

period, indicating some level of debt sustainability. The yield on long-term bonds aver-

aged 8%. The second sub-period, between 2015 and 2019, represents a period where

the risk premium remained elevated, with the yield on long-term bonds averaging over

9%. In light of these changes in the three variables, we conduct two conditional sce-

nario analyses to answer the following questions: (1) Can we explain the debt-growth

dynamics between 2012 and 2019 based on the observed path of real gross domestic

product (GDP) and consumer prices or fiscal policy and monetary policy? and (2) Can

the high debt and low growth be explained by changes in monetary policy?

Since conditional forecasts are based on the pre-forecast period parameter estimates

of the relationship between the variables as captured by the model, any deviation of

the forecast from the actual indicates that either the parameters have changed or the

economy has experienced bigger or different shocks not captured by the historical data
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(Aastveit et al. 2017). More specifically, conditioning on output (alone or with other

variables) helps in understanding the co-movement of variables with the business cy-

cle – see Jarociński and Smets (2008), Bańbura, Giannone and Lenza (2015), Aastveit

et al. (2017), Giannone, Lenza and Reichlin (2019) and Caruso, Reichlin and Ricco

(2019). Jarociński and Smets (2008) look at the extent to which output and interest

rate movements can account for the increase in house prices and investment; they

also do a structural analysis of the effect of housing demand, monetary policy and term

spread shocks on the United States (US) economy. Aastveit et al. (2017) use condi-

tional forecasting to test for parameter instability around the 2008 global financial crisis.

In the second question, we specifically look at the role of monetary policy in explaining

the high debt and low growth using counterfactual analysis. The main criticism is that

monetary policy has not been accommodative.1 To analyse this, we impose a hard

condition on the policy rate while allowing it to still be endogenous, as argued in Wag-

goner and Zha (1999). In this regard, the paper is broadly related to the literature that

looks at the role of both fiscal and monetary policy in achieving macroeconomic sta-

bility. The main argument in this literature is that neither policy exists in isolation. For

example, Taylor (1995) argues that lack of fiscal discipline has implications for mone-

tary policy. The author argues that a deterioration of the fiscal position poses credibility

risk for the central bank by reducing the effectiveness of price stability policy. On the

other hand, King (1995) argues that a shift in monetary policy regime to price stability,

such as inflation targeting, has fiscal policy implications. King’s argument is that during

the transition to the new regime, the decline in inflation expectations lags that of actual

inflation (as credibility still needs to be built) resulting in a higher real interest rate and

thereby increasing government debt. Bonam and Lukkezen (2019) extend the work by

Leeper and show how the crowding-out effect of the risk premium and the fiscal policy

stance affects the coordination between monetary and fiscal policy.

We use the Bayesian vector autoregressive (BVAR) model to estimate the interrela-

tionships between the variables.2 The parameters of the model are estimated using

quarterly data from 1990Q1 to 2011Q4. Using these estimated parameters, we con-

duct conditional forecasts, and observe the following from our results. The first and

main observation is that conditioning on both the monetary policy instrument and gov-

ernment debt fails to account for the observed lower real GDP between 2012 and 2019,

even when we incorporate more information in the second sub-period. In fact, the gap

between the conditional and observed seems to widen. A possible reason for this fore-

cast uncertainty, raised by Clements and Hendry (2008) and emphasised in Ericsson

1 See Loewald, Faulkner andMakrelov (2019) on the discussion and counter-arguments of this criticism.
2 Bańbura, Giannone and Lenza (2015) show that conducting scenario or conditional forecasting ex-

ercises with large BVAR produces similar results to employing dynamic factor models for the same

exercises.
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(2008), is a shift in the equilibrium mean of real GDP. The authors argue and show that

this ‘location shift’ in the mean, whether abrupt and temporary or permanent, results

in large and systematic forecast errors. This is the case in South Africa, where both

supply and demand factors have contributed to the lower-than-expected estimates of

output growth (Loewald, Faulkner and Makrelov 2020). In contrast, conditioning on

other variables fails to capture the change in output even for the second sub-period

where we have updated the conditioning years. The second observation is that we

are able to account for the increase in debt from 2012 to 2015 when we condition on

real GDP. However, the widening gap between the conditional forecast and actual debt

after 2015 indicate that other factors, such as global shocks and political uncertainty,

might be more important in explaining the increase in debt through their effects on long-

term rates and the risk premium. The start of this forecast sub-period, 2015, coincides

with an increase in political and fiscal policy uncertainty, as evidenced by an elevated

sovereign risk premium, following the unexpected axing of the then-Finance Minister

who was then replaced by an unknown candidate. Lastly, we observe that monetary

policy also fails to account for observed low real GDP.

The remainder of the paper is organised as follows. In the next section, we look at

some stylised facts before discussing the methodology and data used in Section 3.

The results from our conditional forecasting scenario are presented in Section 4 before

concluding in Section 5.

2. Economic growth, debt and the risk premium

The traditional view provides a simple framework to understand the direct effects of

government debt or deficit on national savings, and income in both the short and the

long run.3 In the short run, expansionary fiscal policy increases disposable income by

households and thereby increases consumption and national income. In contrast, in

the long run the same fiscal expansion, financed by debt, will reduce national savings,

causing interest rates to increase.4 The increase in interest rates crowds out domestic

investment but also attracts capital inflows, causing the local currency to appreciate –

a textbook example of the Mundell-Fleming model.

Another possibility, typical of an emerging market, is that the increase in the deficit, and

thus accumulation of debt, increases the sovereign risk premium which induces a con-

traction in output, capital outflow and the depreciation of the local currency, starting a

vicious debt cycle. This negative effect of debt on output via the risk premium has been

highlighted by Bonam and Lukkezen (2019), among others. The relationship between

the risk premium, RPt, and debt is defined by Equation 1 where the risk premium is a

3 See Elmendorf and Mankiw (1999).
4 See Blanchard (1985).
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function of public debt and where bt is the real government bond:

RPt = χbt + µt (1)

The parameter χ is the debt-elasticity of the risk premium. When χ > 0, the risk pre-

mium is said to be debt-elastic. An increase in debt results in a higher risk premium and

thereby an increase in the interest rate on government bonds which further increases

debt. In addition, a high risk premium crowds out consumption. The reduction in con-

sumption causes output to decrease and therefore inflation declines. Similar to the

traditional view of the effects of government debt on the economy, the inclusion of the

risk premium increases interest rates, reduces output either via consumption (Bonam

and Lukkezen 2019) or investment (Corsetti et al. 2013) and thereby reduces inflation.

On the other hand, when χ = 0, the risk premium is debt-inelastic. We will show that

at least after 2010, the relationship between the risk premium and debt became posi-

tive. Furthermore, since debt and output have a negative relationship during the same

period, the relationship between the risk premium and debt stands irrespective of the

causal direction between debt and growth. In contrast to the traditional view, Aktas,

Kaya and Özlale (2010) argue that concerns about debt sustainability in an inflation-

targeting emerging market can lead to capital outflows and not inflows. An increase in

the interest rate still leads to concerns about debt sustainability and thus an increase in

the risk premium. But according to the authors, if the risk premium channel dominates

the uncovered interest parity condition, which dictates capital inflows, then tight mone-

tary policy induces capital outflows and depreciation of the local currency. Depending

on the exchange rate pass-through, there will be upward pressure on inflation, resulting

in the ‘price puzzle’.5

Figure 1 shows the evolution of real GDP, the debt-to-GDP ratio and the risk premium.6

The start of the graph is dictated by the risk premium data, which only starts in 2002Q2.

All variables are indexed to the start period. Before the 2008-09 global financial crisis

there was strong economic growth, boosted by the commodity cycle, and both debt

and the risk premium were decreasing. During the financial crisis, the risk premium

records its first major spike. A decline in real GDP is also noticeable. Economic growth

recovery was negatively affected by both local factors, especially power outages, and

external factors such as the 2010 to 2012 euro debt crisis. According to government

budget records, real economic growth slowed from 3.2% in 2011 to 1.7% and 1.3% in

5 The price puzzle, which is the observed increase in prices following a contractionary monetary policy

action, has been shown to be resolved by controlling for future information about inflation, such as

commodity prices (Christiano, Eichenbaum and Evans 1996), or including a larger information set

(Bańbura, Giannone and Reichlin 2010).
6 The risk premium refers to the JP Morgan Emerging Market Bond Index (EMBI+) spread for South

Africa which, as argued in Aktas, Kaya and Özlale (2010), is not only driven by local macroeconomic

and fiscal fundamentals but also by political news and external factors.
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2014 and 2015 respectively.7

Figure 1: Real economic growth vs debt-to-GDP vs risk premium

Source: South African Reserve Bank (SARB), JP Morgan, authors’ calculations.

Note: All variables are indexed to 100 at the start of the sample period.

Historical records indicate that for the three years up until 2012, the widening current

account was driven by the net dividend payment to non-resident investors and high

domestic demand for imports while the trade balance benefited from higher commodity

prices. This commodity boom, however, waned from 2012, resulting in lower terms

of trade for South Africa. On the other hand, industrial action in the mining and man-

ufacturing sectors together with electricity supply constraints became binding, in the

midst of lower global export demand, thereby reversing the trade surplus in 2012 and

keeping the trade balance negative during most of the remainder of the sample period.

Between 2015 and 2019 the economy was barely growing, with economic growth aver-

aging 0.9%. Electricity supply continued to be a strain on the economy, with economic

growth consistently being revised down. Continued low growth resulted in the budget

deficit rising as revenue fell while government spending continued to increase to meet

social needs and support failing state-owned enterprises. As fiscal sustainability risk

increased, borrowing costs also increased, followed by credit ratings downgrades. Af-

ter years of declining, gross debt to GDP increased from 24% in 2009Q1 to 56% in

2019Q4, surpassing its 2002 ratio level in 2012. Similarly, the risk premium exhibited

an upward trend after 2010, and remained elevated especially after 2015.

To further understand the relationship between government debt, economic growth and

the risk premium, we evaluate their correlations. Of interest to us is whether there was a

7 The real GDP data refers to revised figures as mentioned in subsequent Budget Review documents

by National Treasury.
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change in this relationship. Based on Figure 1 we consider the correlations before and

after 2010, when government debt shifted to an upward trajectory. Figure 2 shows the

correlation between real GDP and debt-to-GDP ratio for the period 1993Q1 to 2009Q4

on the left panel and for the 2010Q1 to 2019Q4 period on the right panel. To address the

issue of bidirectional causality between debt and economic growth, we use the three-

year forward average real GDP growth. The scatter plot for the debt-to-GDP ratio and

risk premium in Figure 3 is dictated by the start date of the data for the risk premium.

Again, the correlation is also shown for the periods before and after 2010 on the left

and right panels respectively. Prior to 2010, the correlations between government debt

and real GDP or the risk premium exhibited an unclear relationship. In contrast, there

is a clear negative correlation between the debt-to-GDP ratio and real GDP post 2010.

Similarly, the relationship between the government debt ratio and the risk premium also

changed from unclear to positive after 2010.

Figure 2: Real economic growth and debt-to-GDP ratio
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Notes: This figure shows the scatter plot of the three-year forward rolling average for real economic

growth and the government debt-to-GDP ratio.
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Figure 3: Risk premium and debt-to-GDP ratio
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Notes: This figure shows the lowess regression of the risk premium on government debt-to-GDP ratio.

The risk premium is expressed in basis points (bp).

An alternative method to evaluating the correlation between the variables without im-

posing a structural break in the sample period is to use the lowess-smoothed regression

model. The regression allows the scatter plots to be smoothed by giving weights to the

closest local points, (Ash, Basu and Dube 2017). To address the issue of bidirectional

causality between debt and economic growth, we use the three-year forward average

real GDP growth. The correlations are presented in Figures 4 and 5 for real GDP and

the risk premium respectively. Starting with economic growth and debt, the lowess-

smoothed regression indicates that there is an inverted U-shape relationship between

the two variables. We observe a positive relationship between the two variables when

debt is below 35% and thereafter the relationship turns negative. Using the five-year

forward rolling average yields similar results, as shown in Figure 10 in Annexure B. Ad-

ditional visual presentation of the contemporaneous relationship between debt-to-GDP

ratio and real GDP growth and between debt-to-GDP ratio and three-year lagged av-

erage real GDP growth is provided in Figure 11. Since contemporaneous debt cannot

have any causal effect on past economic growth, Figure 11 suggests that the causality

runs from economic growth to debt. Taken together with Figure 4, the visual presenta-

tion of the data indicates that the relationship between the two variables is non-linear

and suggests that the causality is bidirectional. These results verify the non-linearity

shown by the scatterplot.8 Similar to economic growth, the results in Figure 5 show that

8 An alternative way to look at the relationship between growth and debt is through the interest rate-

growth differential. For South Africa, we observe an upward trend since 2011, indicating an increase

in debt instability. We thank an anonymous referee for the suggestion to also look at the interest
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the correlation between government debt and the risk premium also changed from a

somewhat negative relationship to a positive relationship.

Figure 4: Lowess plots for real GDP and debt-to-GDP ratio
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Figure 5: Lowess plots for risk premium and debt-to-GDP ratio
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3. Methodology and data

In this section we present the medium-scale BVAR model used by Bańbura, Giannone

and Reichlin (2010), who show that it performs as well as the large model with hundreds

of variables. We follow the authors and run a medium-sized model with 23 variables.

Given our interest in the dynamics between macroeconomic variables and fiscal and

monetary policy, we include real and nominal macroeconomic aggregates that proxy

local macroeconomic conditions and instruments for fiscal and monetary policy. These

variables are in line with those included in large BVAR models, such as in the paper by

Ellahie and Ricco (2017), which includes 43 variables. Small fiscal VAR models, such

as in Favero and Giavazzi (2007), only include output, inflation and interest rate and fis-

cal variables – such as total government spending and taxes. Ellahie and Ricco (2017)

argue that these small VAR models suffer from fiscal policy foresight, omitted variable

bias and heterogeneity in the components of total government spending.9 Since our

study is not concerned with disaggregating the different effects of government spend-

ing, we only address the first two issues in selecting our variables. According to Ellahie

and Ricco (2017), the general solution to address fiscal foresight, which refers to the

response of economic agents to anticipated changes in fiscal policy before the changes

are actually implemented, is to include variables that proxy economic agents’ expec-

tations about future fiscal policy. Here, we rely on information about the country risk

premium, yields on government bonds and inflation expectations to capture agents’ ex-

pectations about the future of fiscal policy. Empirical work by Mello and Ponce (2020)

and Coibion et al. (2023) find a positive relationship between current or future fiscal pol-

icy and inflation expectations. For example, Coibion et al. (2023) find that news about

future government debt or budget deficits affects household inflation expectations more

than current debt and deficits.10 Lastly, to address the issue of omitting variables which

might be important to the transmission of fiscal shocks, Ellahie and Ricco (2017) sug-

gest including variables such as government debt, the budget deficit and financial and

credit variables in the model’s information set. Thus, in comparison to the model by

Ellahie and Ricco (2017), our model can be viewed as a medium-scale fiscal BVAR

model.

Real sector variables include real GDP, ameasure of employment in the non-agricultural

sector and private investment. Price variables include the consumer price index (CPI),

inflation expectations for all surveyed participants for the two-year horizon and the fol-

lowing interest rates: monetary policy rate, yields on long-term government bonds for

0 to 3 years, 3 to 5 years, 5 to 10 years and 10+ years. We also include the South

African risk premium and the exchange rate, proxied by the United States dollar and

South African rand exchange rate. The South African risk premium is proxied by the JP

9 See Yang (2005) for a detailed discussion of fiscal policy foresight.
10 In the South African case, Loewald, Faulkner and Makrelov (2020) indicate that real bond yields in-

creased by 2 percentage points despite a decline in inflation and inflation expectations.
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Morgan Emerging Market Bond Index (EMBI+), which measures the yields of foreign-

denominated government bonds for South Africa (Erb, Harvey and Viskanta 2000).

Since South Africa is also a commodity exporter, we include the price indices for coal

and precious metals as proxies for commodity prices. Financial and credit variables

include South African share and house prices and credit extended to the non-financial

sector by domestic banks. We include a measure of monetary aggregate, the M2

money supply. The fiscal variables are government expenditure and tax revenue. We

also include government debt and the deficit. These are reconstructed using their re-

spective components as defined in equations 3 and 4 respectively.

Favero and Giavazzi (2007) and Caruso, Reichlin and Ricco (2019) argue for the in-

clusion of the evolution of government debt in the fiscal VARs to ensure consistency of

the empirical VAR model with the dynamic general equilibrium models that impose the

government budget constraint. Favero and Giavazzi (2007) argue that the government

budget constraint should enter the VAR model as a non-linear function of the variables

already in the VAR, since it is a much slower moving variable than its components.

According to the authors, failure to include the budget constraint will result in biased

estimates if the data captures such constraints. However, the results for linear and non-

linear feedback are not that different. Caruso, Reichlin and Ricco (2019) use a linear

budget constraint. A multi-country study by Ilzetzki (2011), which also includes South

Africa, finds that including the debt feedback equation when analysing fiscal shocks

does dampen the effects of the initial shocks due to policy reversals, though the ef-

fect is not significant. We have explored both budget constraints and found that the

non-linear version captures the dynamics of debt better. In fact, our non-linear debt

feedback equation captures the path of actual debt better than in the paper by Ilzetzki

(2011). This is because the authors focus on dollar-denominated debt, which is a small

fraction of total government debt. All the nominal variables are deflated using the GDP

deflator. A description of the variables is provided in Annexure A. The BVAR model is

as follows:

Yt = c+ A(L)Yt−1 +D(L)dt−1 + µt (2)

where Yt is a vector of our endogenous parameters, c is a vector of constant parameters

and µt is the residual which is normally distributed with the covariance matrix Σ. A(L)

andD(L) are the coefficient matrices of polynomial with lag order (L) of 4. To construct

the counterfactuals for the government debt-to-GDP ratio of GDP (d), we define debt

as:

dt =
1 + it

(1 + πt)(1 + ∆yt)
dt−1 + pdt (3)

where it, πt and ∆yt are the long-term interest rate, proxied by the yields on 10-year+

11



government bonds, year-on-year inflation and year-on-year real GDP growth. pdt is the

government deficit (as a ratio of GDP) where the deficit, PDt, is defined as government

expenditure less tax revenue.11

PDt = G− T (4)

The BVAR model is estimated using the Minnesota prior and the sum-of-coefficients

prior (see Robertson and Tallman (1999) and Blake and Mumtaz (2012) for a detailed

discussion on the two priors). The Minnesota prior incorporates the belief that the en-

dogenous variables in the BVAR follow a random walk process for variables that are

stationary or an autoregressive process of order 1, AR(1), for variables that need to be

differenced to be stationary. The prior is implemented using the normal inverse Wishart

prior, which assumes the coefficients of the BVAR, Al, are normally distributed while

the covariance structure of the error terms, Σ, is inverse Wishart. This prior is incor-

porated by letting the mean of the BVAR coefficients equal one for stationary variables

and zero for the variables that follow the AR(1) process:

Et[(Al)ij|Σ] =

δi for i = j and l = 1

0 otherwise
V ar[(Al)ij|Σ] =


λ
l

for i = j, ∀l
λ
l

Σij

σ2
j

for i 6= j, ∀l
(5)

where δi takes the value of 0 or 1. The ratio Σij/σ
2
j is included in the prior standard devi-

ation to account for different measurement units of the variables. The hyper-parameter

λ controls the tightness of the prior. For λ → ∞ the prior is uninformative and for λ → 0

the prior is implemented tightly. The hyper-parameter σi is the standard deviation of

the error terms of the AR process for each variable on its own lags and is estimated

from the sample via ordinary least squares (OLS). The Minnesota prior is implemented

by creating dummy variables Y 1
d and X1

d, using the following equation:

Y 1
d =

(
diag(δ1σ1, ..., δNσN)/λ

0N×(P−1)×N

)
X1

d =
(

JP ⊗ diag(σ1, ..., σN)/λ 0NP×1

)
(6)

where diag(δ1σ1, ..., δNσN)/λ and JP ⊗ diag(σ1, ..., σN)/λ governs the prior of the coef-

ficients of the first lag of each variable where δi = 1, where i = 1, ..., N for the random

walk process. The dummy variables that govern the prior on other lags 0N×(P−1)×N and

0NP×1 imply a prior mean of 0 (Blake and Mumtaz 2012).

The second prior used in the model is the sum-of-coefficients prior, also known as the

no cointegration prior. This prior is used to reflect the belief that the variables in the

model follow a random walk process, sometimes with a drift. It is useful especially

11 While we use constructed data for debt and the deficit, the results are robust to using actual published

data for the two variables.
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when modeling a relationship between variables with different frequencies, such as

macrovariables and financial variables, or stock and flow variables (Caruso, Reichlin

and Ricco 2019). The prior is implemented by creating N dummy observations, one

for each variable, centered around 1 for the sum-of-coefficients for own lags for each

variable and 0 for other variables (Giannone, Lenza and Primiceri 2015). The dummy

variables are constructed as follows:

Y 2
d =

(
diag( ȳ0,1

τ
, ...,

ȳ0,N
τ

)
)

X2
d =

(
yd, ..., yd, 0

)
(7)

where ȳ0,i where i = 1, ..., N is the mean for each variable calculated using the first

p variables. We set p = 4. The hyper-parameter τ controls the variance of the prior

with τ → ∞ indicating an uninformative prior and τ → 0 indicating a tight prior of no

cointegration. In order to assign high probability to models in which the variance of the

series is explained by the stochastic trend more than it is explained by the deterministic

trend (i.e. c = 0), the sum-of-coefficients prior is supplemented with dummy variables

Y 3
d and X3

d:

Y 3
d =

(
01×N

)
X3

d =
(

01×Np ε
)

(8)

where the hyper-parameter ε is set to a loose prior of 106 (Caruso, Reichlin and Ricco

2019). The VAR is estimated in log-levels with the exception of variables in percent-

ages. We use quarterly data from 1990Q1 to 2019Q4. For any conditional forecast

starting from period T + 1, the forecast is based on parameters estimated using data

from 1990Q1 to T .

3.1 Conditional forecasting

So far, we have established the following stylised facts:

1. There was a change in the trend of real GDP growth following the 2008 global

financial crisis. At the same time, debt started to increase.

2. The relationship between government debt and real GDP growth changed from

positive to negative once debt reached about 35% of GDP, which happened

around 2012.

3. The relationship between debt and the risk premium became positive around the

same time as the change in the relationship between debt and real GDP growth.

A natural way to proceed, given these stylised facts, is to employ an empirical method-

ology that would capture these non-linear relationships between the variables – such

as a time-varying VAR model, a Markov-switching model with high and low debt states

or a threshold-VAR model – and evaluate the effects of monetary and fiscal policy on

economic growth. Given the large number of variables in our model, a time-varying
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approach would ‘aggravate the curse of dimensionality’, as argued in Giannone, Lenza

and Reichlin (2019). An alternative way to look at the stability of the relationship be-

tween the two policies and economic growth is to use conditional forecasting, follow-

ing the work by Bańbura, Giannone and Lenza (2015), Giannone, Lenza and Reichlin

(2019) and Caruso, Reichlin and Ricco (2019) among others. Conditional forecasting

allows the econometrician to project the path of some variables (conditioning variables)

on other variables (conditioned variables) in order to see howmuch the conditioned vari-

ables co-move with the conditioning variables (Bańbura, Giannone and Lenza 2015).

We are interested in conducting two out-of-sample conditional scenario analyses to an-

swer the following questions: (1) Can we explain the debt-growth dynamics during the

2012 to 2019 period based on the observed path of real GDP and consumer prices

or fiscal policy and monetary policy? And (2) Can the high debt and low growth be

explained by changes in monetary policy? Since conditional forecasts are based on

the pre-forecast period parameter estimates of the relationship between the variables

as captured by the model, any deviation of the forecast from the actual implies that ei-

ther the parameters have changed or the economy has experienced bigger or different

shocks not captured by the historical data. More specifically, conditioning on output

(alone or with other variables), as in Bańbura, Giannone and Lenza (2015), Aastveit

et al. (2017) and Caruso, Reichlin and Ricco (2019), helps in understanding the co-

movement of variables with the business cycle.

On the other hand, using the actual paths of the fiscal variables and monetary policy

rate as our conditioning variables helps explain how much of the movement in other

endogenous variables can be explained by fiscal and monetary policy. In the second

question, we specifically look at the role of monetary policy in explaining the high debt

and low growth using counterfactual analysis. The main criticism is that monetary pol-

icy has not been accommodative. To analyse this, we impose a hard condition on the

policy rate while allowing it to still be endogenous, as argued in Waggoner and Zha

(1999). We start the conditional forecast from 2012Q1, the period when the correlation

between the debt-to-GDP ratio and real GDP growth changed from positive to negative.

The main limitation of using the conditional-on-observation forecast exercise as op-

posed to the structural scenario analysis is that it does not allow us to pinpoint or anal-

yse the transmission mechanism of the conditioning variables (Antolin-Diaz, Petrella

and Rubio-Ramírez 2021). Nonetheless, we still see this as a valuable exercise which

is not complicated by the issue of identifying monetary and fiscal shocks, as is the case

for the structural scenario analysis.

14



4. Results

We start the results with the out-of-sample unconditional forecasts. Since uncondi-

tional forecasts extrapolate the trend of the variables based on the estimated model’s

parameters, a comparison with the realised paths of the variables provides an anal-

ysis of how well the model is able to track the data (Bańbura, Giannone and Lenza

2015). We then proceed with our analysis of the conditional forecast to evaluate if the

observed path of our variables of interest can be explained by changes in real GDP and

consumer prices, our measures of the business cycle. The latter exercise is similar to

the work by Caruso, Reichlin and Ricco (2019), Giannone, Lenza and Reichlin (2019)

and Bańbura, Giannone and Lenza (2015), although in the latter paper the authors

also include a monetary policy instrument as a conditioning variable. We complete our

analysis with conditioning on variables used as proxies for monetary policy and fiscal

policies – the bank rate and government debt.12

For ease of comparison and also to make our results compact, we present the uncondi-

tional and conditional forecasts together. In addition, according to Caruso, Reichlin and

Ricco (2019), the comparison of the unconditional and conditional forecasts provides

an indirect analysis of the co-movement of the conditioned variables with the condition-

ing variables. We divide our analysis into two periods, 2012Q1 to 2015Q4 and 2015Q1

to 2019Q4. Because we look at the two periods separately, instead of forecasting from

2012 to 2019, the coverage intervals are not as wide. Salient differences between the

two forecast periods include the following: much lower growth during the latter, as dis-

cussed in Section 2, and higher deficit and yields on long-term government bonds –

with yields averaging 8 and 9 percentage points in the first and second sub-periods

respectively. Lastly, tax policy and monetary policy were also contractionary during the

second sub-period.

4.1 Unconditional forecasts

Figure 6 shows the forecast results for the 2012Q1–2015Q4 period. The solid line

shows the actual data, while the dotted line shows the median of the conditional fore-

cast with the 68%, in light shade, and 90%, in dark shade, coverage intervals. The

dashed line shows the median of the unconditional forecast. Starting with the condition-

ing variables, real GDP and consumer prices, the unconditional forecast for consumer

prices is very close to its actual path. Similarly, the model tracks the realised path of the

two-year ahead inflation expectations. On the other hand, the unconditional forecast

for real GDP is higher than the actual. This is unsurprising given the change in the

trend of actual real GDP observed in Figure 1. The failure of the model to track actual

data is acute for the exchange rate. Unconditional forecasts for the fiscal variables are

12 We would like to thank an anonymous referee for the suggestion on model validation and general

comments on restructuring the results.
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higher than their actual paths, especially for debt. For the interest rates, medium-term

rates are better forecast than short- and long-term rates.

Figure 7 shows the forecast results for the 2015Q1–2019Q4 period. As in Figure 6, we

include both the unconditional and conditional forecasts. Relative to the first forecast

period, we observe a widening gap between the forecasts for real GDP and consumer

prices and their respective actual paths. Thus, despite the inclusion of more years in

the estimation of the model’s parameters, which include the decline in real GDP, the

model still fails to track actual data. In fact, this persistent deviation of the actual paths

from their pre-2015 trends is also observable for inflation expectations, fiscal variables

and medium- to long-term rates.

4.2 Conditioning on real GDP and CPI

In this section we focus on the conditional forecasts to establish whether the observed

low economic growth can account for the increase in government debt. To answer this

question, we condition the forecast of our variables on the realised paths of real GDP

and consumer prices, as proxies for the business cycle.

The results for the 2012Q1–2015Q4 sub-period are presented in Figure 6. The results

show that conditioning on observed real GDP and consumer prices does not change

the forecast for inflation expectations or the exchange rate, relative to the unconditional

forecasts. Both the unconditional and conditional forecasts for the exchange rate do

not track the actual data well whereas, in the case of inflation expectations, the two

forecasts are well predicted by the model. The close movement of both forecasts for

these variables indicates that the two variables co-moved with real GDP and CPI dur-

ing this period. However, the persistent deviation of the exchange rate forecast from

its actual path indicates that real GDP and consumer prices cannot account for the de-

preciation of the local currency during this period. In contrast with the exchange rate,

developments in inflation expectations can be explained by changes in real GDP and

consumer prices, as evidenced by how well the forecasts track the actual data. The

pre-2012 relationship between the conditioning variables and revenue and expendi-

ture seems to continue during this forecast period, as shown by the close movement

of both forecasts. However, the conditioning variables account better for the changes

in expenditure than in revenue. Real GDP and consumer prices can also account for

the increase in debt, at least until mid-2015. Even though the medium- and long-term

rates, bank rate and the risk premium co-move with real GDP and CPI, medium- and

long-term rates are better explained by real GDP and CPI.

The results for the 2015Q1–2019Q4 sub-period are presented in Figure 7. Starting

with the conditional results for the exchange rate and inflation expectations, both vari-
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ables still co-moves with the conditioning variables, though not as strongly as in the first

forecasting period. Unlike in the first forecasting period, the conditioning variables can

account for the exchange rate movement, as indicated by the smaller difference be-

tween the forecasts and the actual path. Similar results are also obtained for the bank

rate and the risk premium. The risk premium, a variable that is easily affected by both

local and global shocks, not only co-moves with the conditioning variables but is also

better accounted for, especially from 2017 onwards. On the other hand, the deviation

of inflation expectations from both forecasts indicates that the variable seems to have

decoupled from the conditioning variables. Global and local factors such as the mod-

eration in core and global inflation, weaker exchange rate pass-through, and improved

monetary policy credibility have been attributed to the observed decline in inflation ex-

pectations during this forecast period (Loewald, Faulkner and Makrelov 2019). The

results for medium- and long-term rates indicate that the two variables also co-move

with the conditioning variables, more so for the long-term rates. However, actual move-

ment of the long-term rates is not well accounted for by real GDP and consumer prices.

In fact, the widening gap between the forecasts and the actual long-term rates from

2017 onwards coincides with similar movements in government debt and the deficit.

Do these results suggest that the observed path of government debt can account for

the observed long-term rates? We return to this point in the next section. Government

revenue is better forecast when we take into account real GDP and consumer prices

during this period.
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Figure 6: Conditional forecasting on output and prices – 2012Q1 to 2015Q4

Source: Authors’ calculations.

Note: This figure shows the conditional forecast for the 2012Q1 to 2015Q4 period. The solid line shows

the actual data, and the dotted line ( . . . ) the median of the conditional forecast with 90%, in light shade,

and 68%, in dark shade, coverage intervals. The dashed line (- -) shows the median of the unconditional

forecast. Fiscal variables are expressed as percentages of GDP.
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Figure 7: Conditional forecasting on output and prices – 2015Q1 to 2019Q4

Source: Authors’ calculations.

Note: This figure shows the conditional forecast for the 2015Q1 to 2019Q4 period. The solid line shows

the actual data, and the dotted line ( . . . ) the median of the conditional forecast with 90%, in light shade,

and 68%, in dark shade, coverage intervals. The dashed line (- -) shows the median of the unconditional

forecast. Fiscal variables are expressed as percentages of GDP.

4.3 Conditioning on interest rate and debt

We repeat the conditional exercise above with the monetary policy rate and govern-

ment debt as our conditioning set of variables for the two sub-samples. As already

indicated, monetary policy was accommodative until 2013, when a hiking cycle started

while government debt continued to increase. Similar to the above results, we compare

the conditional forecasts to the unconditional forecasts. Even though we condition on

government debt, we still estimate the counterfactual based on the conditional fore-

casts of its sub-components.

The results for the 2012Q1 to 2015Q4 period are shown in Figure 8. The first and main

observation is that conditioning on both the monetary policy instrument and government
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debt fails to account for the observed lower real GDP. In contrast to the results for real

GDP, the narrow gaps between the forecasts and actual consumer prices indicate that

not only did consumer prices co-move with the conditioning variables, but the two vari-

ables can also account for the observed movement in this variable. We also observe

that the conditional forecast for the exchange rate is close to its actual path, suggest-

ing that exchange rate movement can be rationalised better, relative to real GDP and

CPI, by a combination of the two policies. The conditional forecast for inflation expec-

tations is similar to when we condition on real GDP and consumer prices. For the risk

premium and long-term rates, the two variables co-move more with real GDP and con-

sumer prices, as evidenced by the narrower gaps between the unconditional and the

conditional forecasts in Figure 6 than in Figure 7. However, while both sets of condi-

tioning variables are able to account for actual movements in the long-term rates, as

evidenced by the narrow gaps between the conditional forecasts and actual path, it is

conditioning on real GDP and consumer prices that produces results that better capture

the actual movements in the risk premium. This is also the case with government rev-

enue and the deficit whereas for government expenditure, both sets of the conditioning

variables can account for its actual path.

Next, we look at the conditional forecasts for the short-term rate and government debt

for the 2015 to 2019 period, proceeding as before with the comparison to unconditional

forecasts. The results are presented in Figure 9. Similar to the first forecast period,

conditioning on the two variables fails to account for the observed lower real GDP. In

fact, the gap between the conditional and the actual path for real GDP widens. The

conditioning variables also fail to account for actual consumer prices, a feature of the

model that was not present in the first forecast period. The results for the exchange

rate, inflation expectations, government debt and revenue and the risk premium are

generally similar to those in Figure 7 where we condition on real GDP and consumer

prices. Lastly, compared to the conditional forecasts for real GDP and consumer prices,

medium- and long-term rates are also better forecast when we condition on short-term

rates and debt. However, the persistent gap between the conditional and the actual

long-term rates indicate that other factors are important in explaining movements in the

long-term rates. According to Soobyah and Steenkamp (2020), the long-term maturity

of South African government debt together with the large local currency proportion of

the same debt means that global shocks are likely to have a bigger effect on long-term

yields as investors seek compensation for the term and exchange rate risk.

What if monetary policy remained expansionary? Lastly, we look at a forecast scenario

where we mute monetary policy. We leave the monetary policy rate at 5.5%, the level

at the start of the forecast period. This is similar to the scenario forecast analysis by

Bańbura, Giannone and Lenza (2015). Keeping interest rates constant directly answers
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our second empirical question of whether tighter monetary policy, especially after 2014,

contributed to the increase in debt. If monetary policy is to blame, then we would expect

lower forecasts for government debt and higher forecasts for output. We find that the

results remain largely unchanged, as shown in Annexure C. The main conclusion is

that imposing a hard condition of a fixed policy rate does not yield better output results

nor does it change the forecast for debt.

Overall, our results can be summarised as follows. The first and main observation is

that conditioning on both the monetary policy instrument and government debt fails

to account for the observed lower real GDP between 2012 and 2019, even when we

incorporate more information in the second sub-period. In fact, the gap between the

conditional and observed seems to worsen. A possible reason for this forecast uncer-

tainty, put forward by Clements and Hendry (2008) and emphasised in Ericsson (2008),

is a shift in the equilibrium mean of real GDP. The authors argue and show that this

‘location shift’ in the mean, whether abrupt and temporary or permanent, results in large

and systematic forecast errors. In contrast, conditioning on other variables fails to cap-

ture the change in output even for the latter forecast period where we have updated

the conditioning years. This is the case in South Africa, where, both supply and de-

mand factors have contributed to the lower-than-expected estimates of output growth

(Loewald, Faulkner and Makrelov 2020). The second observation is that we are able

to account for the increase in debt from 2012 to 2015 when we condition on real GDP.

However, the widening gap between the conditional forecast and actual debt post-2015

indicates that other factors, such as global shocks and political uncertainty, might be

more important in explaining the increase in debt through their effects on long-term

rates and the risk premium. The start of this forecast period, 2015, coincides with a

period where we observed an increase in political and fiscal policy uncertainty, as evi-

denced by the elevated sovereign risk premium, following the unexpected axing of the

then-Finance Minister who was then replaced by an unknown candidate. The last ob-

servation of our results is that monetary policy also fails to account for observed low

real GDP.

While we do observe some co-movement between the conditioned variables and the

observed real GDP and consumer prices, and policy rate and government debt, the

conditioning sets fail to account for the observed high government debt or low real

GDP growth respectively. This is because correlation does not mean causation, as the

conditioning variables can co-move with the conditioned variables due to a response

to a common shock. Understanding these correlation versus causation dynamics be-

tween our variables of interest would require the use of a structural model or structural

scenario analysis as in Antolin-Diaz, Petrella and Rubio-Ramírez (2021). We leave this

for future research.
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Figure 8: Conditional forecasting on the policy rate and debt – 2012Q1 to 2015Q4

Source: Authors’ calculations.

Note: This figure shows the conditional forecast for the 2012Q1 to 2015Q4 period. The solid line shows

the actual data, and the dotted line ( . . . ) the median of the conditional forecast with 90%, in light shade,

and 68%, in dark shade, coverage intervals. The dashed line (- -) shows the median of the unconditional

forecast. Fiscal variables are expressed as percentages of GDP.
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Figure 9: Conditional forecasting on the policy rate and debt – 2015Q1 to 2019Q4

Source: Authors’ calculations.

Note: This figure shows the conditional forecast for the 2015Q1 to 2019Q4 period. The solid line shows

the actual data, and the dotted line ( . . . ) the median of the conditional forecast with 90%, in light shade,

and 68%, in dark shade, coverage intervals. The dashed line (- -) shows the median of the unconditional

forecast. Fiscal variables are expressed as percentages of GDP.

5. Conclusion

In this paper we investigated the interaction between macroeconomic variables and the

fiscal and monetary policy mix between 2012 and 2019, a period characterised by in-

creases in public debt and the risk premium, and low economic growth. We applied the

BVAR methodology, using data from 1990Q1 to 2011Q4, to conduct two out-of-sample

conditional scenario analyses to answer the following questions: (1) Can we explain

the debt-growth dynamics during the 2012 to 2019 period based on the observed path

of real GDP and consumer prices or fiscal policy and monetary policy? And (2) Can the

high debt and low growth be explained by changes in monetary policy?

We looked at two forecast periods, 2012 to 2015 and 2015 to 2019, and found the

following. The first and main observation is that conditioning on both the monetary
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policy instrument and government debt fails to account for the observed lower real GDP

between 2012 and 2019, even when we incorporate more information in the second

sub-period. A possible reason in the literature for this forecast uncertainty is a shift in

the equilibrium mean of real GDP, which, whether abrupt and temporary or permanent,

can result in large and systematic forecast errors. In contrast, conditioning on other

variables fails to capture the change in output even for the second sub-period where

we updated the conditioning years. Secondly, we are able to account for the increase in

debt in the first forecast period when we condition on real GDP. However, the widening

gap between the conditional forecast and actual debt post-2015 indicates that other

factors, such as global shocks and political uncertainty, might be more important in

explaining the increase in debt through their effects on long-term rates and the risk

premium. Lastly, monetary policy also fails to account for observed low real GDP.

Understanding these correlation versus causation dynamics between our variables of

interest would require the use of a structural model or structural scenario analysis. We

leave this for future research.
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Annexures

A. Data description

This section provides a description and transformation of the data used in the paper.

All the data, except the GDP deflator, South African risk premium, precious metals and

coal indices data, was obtained from the SARB. Nominal variables were deflated using

the GDP deflator. Precious metals and coal indices are from the International Monetary

Fund’s external data indices file. The data for credit to the private sector, real house

prices and share prices are obtained from the Federal Reserve Economic Data (FRED)

by the Federal Reserve Bank of St. Louis. Where applicable, the mnemonic or identity

of the data is provided in brackets as indicated by the source of the data. R million is

millions in South African local currency (rand).

Inflation (KBP7170A): average of the monthly total consumer prices (all urban ar-

eas). The variable is measured in percentage. Bank rate (KBP1401M): average of the

monthly bank rate (lowest rediscount rate at SARB). The variable is measured in per-

centage. Exchange rate (KBP5339M): average of monthly foreign exchange rate: SA

cents per USA dollar middle rates (R1 = 100 South African cents). The variable is mea-

sured in South African cents. Long-term rates (KBP2003M): average of the monthly

yield on loan stock traded on the stock exchange: Government bonds - 10 years and

over. The variable is measured in percentage. Consumer price index (KBP7170N):

average of the monthly total consumer prices (all urban areas). The variable is an in-

dex. Gross debt-to-GDP ratio (KBP4116K): total gross loan debt of national govern-

ment as percentage of GDP. Government deficit (KBP4420K): national government

deficit/surplus as a percentage of GDP. Government expenditure (KBP4434K): na-

tional government expenditure as percentage of GDP converted to Rmillion using nom-

inal GDP and then deflated. Government revenue (KBP4433K): national government

revenue as a percentage of GDP converted to R million using nominal GDP and then

deflated. South African risk premium: South African JP Morgan Emerging Market

Bond Index (EMBI+) strip spread – which is the difference in yields between dollar de-

nominated South African debt and US debt of equal maturity –measured in basis points.

GDPdeflator: Calculated using nominal and real GDP and re-indexed to 2015Q1. Real

gross domestic product (KBP6006D): GDP at constant 2015 prices measured in R

million. Nominal GDP (KBP6006L): GDP at market prices, current prices. Season-

ally adjusted at an annual rate and measured in R million. Credit to private sector

(CRDQZABPUBIS): credit to private non-financial sector by domestic banks and mea-

sured in R million. Seasonally adjusted. Real house prices (QZAR628BIS): real resi-

dential property prices for South Africa, index 2010=100. Seasonally adjusted. Share

prices (SPASTT01ZAQ661N): total share prices for all shares for South Africa, in-

dex 2015=100. Seasonally adjusted. M2 money supply (KBP1373M): average of

the monthly M2 monetary aggregate and measured in R million. Seasonally adjusted.
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Precious metals price index: precious metals price index, 2016 = 100, includes gold,

silver, palladium and platinum price indices, averaged to quarterly. Coal price index:

coal price index, 2016 = 100, includes Australian and South African coal, averaged to

quarterly. Inflation expectations - two years (KBP7125K): inflation expectations of all

surveyed participants (business, professional forecasters and trade unions): two years

ahead. Measured in percentages. Employment index (KBP7009L): total employment

in the non-agricultural sectors. Private investment (KBP6109D): gross fixed capital

formation: private business enterprises (investment) in 2015 prices and measured in R

million. Medium-term (MT) rates - 5 to 10 years (KBP2002M): average of the monthly

yield on loan stock traded on the stock exchange: government bonds – 5 to 10 years

and measured in percentage points. MT rates - 3 to 5 years (KBP2000M): average of

the monthly yield on loan stock traded on the stock exchange: government bonds – 0

to 3 years and measured in percentage points. MT rates - 0 to 3 years (KBP2001M):

average of the monthly yield on loan stock traded on the stock exchange: government

bonds – 3 to 5 years and measured in percentage points.
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B. Additional figures

Figure 10: Lowess plots for real GDP and debt-to-GDP ratio
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Source: Authors’ calculations.

Note: The figure shows the lowess regression of the five-year forward rolling average for real economic

growth on government debt-to-GDP ratio.
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Figure 11: Real economic growth and debt-to-GDP ratio
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(a) Contemporaneous real GDP growth
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(b) Lagged real GDP growth

Source: Authors’ calculations.

Note: The figure shows the lowess regression of the three-year forward rolling average for real economic

growth on government debt-to-GDP ratio.
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C. Additional results

Figure 12: Conditional forecasting on the policy rate and debt – 2012Q1 to 2015Q4

Source: Authors’ calculations.

Note: This figure shows the conditional forecast for the 2012Q1 to 2015Q4 period. The dotted line

shows the median of the conditional forecast as in Figure 8. The dashed line shows the median of the

conditional forecast when we impose no change in monetary policy rate.
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Figure 13: Conditional forecasting on the policy rate and debt – 2015Q1 to 2019Q4

Source: Authors’ calculations.

Note: This figure shows the conditional forecast for the 2012Q1 to 2019Q4 period. The dotted line

shows the median of the conditional forecast as in Figure 9. The dashed line shows the median of the

conditional forecast when we impose no change in monetary policy rate.
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