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Capital controls and the volatility of South African
exchange rates

by G N Farrell*

This paper considers whether the imposition of capital controls in South Africa affected the stochastic
behaviour of foreign exchange rates, and provided insulation to the commercial exchange rate of the
rand. The conditional variances of various South African exchange rates are estimated using autore-
gressive conditional heteroschedastic (ARCH)-type models, and used to test for shifts in the volatility
processes of these exchange rates. The common features methodology of Engle and Kozicki (1993) is
employed to test for a common volatility process in the dual exchange rates, and the presence of
volatility spillovers between the exchange rates is also investigated. The results of these tests suggest
that the conditional volatility of South African exchange rates was lower during the financial rand peri-
od than in the contiguous periods when the exchange rate was unified, and that volatility in the finan-
cial rand did not impact on the commercial rand exchange rate. No evidence was found of a common
volatility process in the dual foreign exchange rates, and although tests revealed volatility spillovers from
the commercial rand exchange rate to the financial rand, volatility was not found to “spill over” in the
opposite direction.

“In a dual-rate system the commercial rate remains stable, whereas the free rate
reflects the instability of portfolio holders’ expectations, and hence of capital flows.”
Dornbusch and Kuenzler (1993:120)

1. Introduction

This paper considers whether the imposition of capital controls in South Africa
affected the stochastic behaviour of foreign exchange rates, and provided insulation
to the commercial exchange rate of the rand.? It models the volatility dynamics of
South African exchange rates using the autoregressive conditional heteroschedastic
(ARCH) models first introduced by Engle (1982), and examines whether the financial
rand system of capital controls, imposed on non-resident portfolio capital outflows
in the 1985-95 period, affected the volatility of the commercial rand exchange rate.

Theoretical analysis of controls suggests that they should reduce the volatility of
exchange rates.® In particular, as the introductory quotation from Dornbusch and
Kuenzler claims, a dual exchange rate system (DRS) is expected to insulate the mar-
ket for current-account transactions from volatile capital account transactions. This
is achieved by separating the two sets of transactions, and channelling the current-
account transactions through the “commercial” foreign exchange market while the
capital account transactions are restricted to the “financial” foreign exchange mar-
ket. In the financial rand DRS imposed in South Africa in 1985, the primary aim was
to separate the foreign exchange transactions of non-resident portfolio investors on
the capital account from all other foreign exchange transactions.

Two main issues relating to the effectiveness of these controls in achieving this
objective are considered in this paper. Firstly, if the financial rand system was suc-
cessful in separating the two sets of transactions in the scenario mapped out above,
then the volatility of the commercial rand exchange rate when the controls were in
place should be lower than in the contiguous periods when the exchange rate was
unified. Secondly, an implication of successful separation is that shocks specific to
the financial rand market should not be evident in the commercial rand exchange
rate. This suggests that in general the dual exchange rates should not exhibit a com-
mon volatility process, and that volatility in the financial rand market should not spill
over into the commercial rand market.
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1 Comments by Peter
Sinclair, John Fender and Mark
Taylor on my PhD thesis,
where some of this research
was originally reported, are
gratefully acknowledged. This
paper also benefited from
comments received from an
anonymous referee at the
SARB. Remaining errors are, of
course, my own.

2 The effects of exchange
rate policies in this regard have
received some attention in the lit-
erature. Artis and Taylor (1988)
and Pesaran and Robinson
(1993), for example, investigate
the impact of the European
Exchange Rate Mechanism
(ERM) on exchange rate volatility.
Diebold and Pauly (1988),
Hughes Hallett and Anthony
(1997), and Hu, Jiang and
Tsoukalas (1997) examine the
impact of European monetary
system membership on nominal
exchange rate volatility, and
Phylaktis and Kassimatis (1997)
consider whether exchange
controls in four Pacific Basin
countries  (Korea, Taiwan,
Malaysia and Singapore) affect-
ed exchange rate volatility.

3 This is important since
exchange rate volatility is likely
to impact negatively on an
economy. Intuitively, volatility
creates uncertainty regarding
import and export prices, the
valuation of foreign exchange
reserves, and the repayment of
debt and other open positions
denominated in foreign curren-
cies. Risk-averse  agents
respond by directing their
resources toward less risky
activities, causing trade vol-
umes to contract, and invest-
ment levels to be depressed.
The indirect impact on a coun-
try’s subsequent economic
growth may even exceed that of
these initial effects, possibly as
a result of hysteresis type
effects. It is worth noting, how-
ever, that the significance of the
problem posed by exchange
rate volatility is not firmly estab-
lished (Rogoff, 1998). The empi-
rical evidence regarding the
effects of exchange rate volatili-
ty on the volume of international
trade, for example, is mixed
(Coté, 1994 and Medhora,
1999). Also, in the Newbery and
Stiglitz (1981) mean-variance
analysis framework, an increase
in the variance of prices (due to
foreign exchange risk) has an
ambiguous effect on trade.
Though greater profit opportu-
nities will attract individuals, the
increase in risk wil deter risk-
averse individuals. In the case of
investment, theoretical analysis
by Darby et al (1999) suggests
that there are situations where
exchange rate volatility depress-
es the level of investment, and
situations where it does not.
Finally, it is possible that it is not
(short-term) volatility which
should be the major concern,
but rather exchange rate mis-
alignment (Wiliamson, 1985).
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4 In the literature dealing
with the impact of exchange
rate volatiity on trade flows,
several measures of volatility
have been used, including
standard deviations, deviations
from trend, the Gini mean dif-
ference coefficient and the
scale measure of variability.
Medhora (1999) provides a dis-
cussion of these measures.

5 The institutional features
of the system in the 1985-95
period were largely the result of
historical influences. These
included links with the British
financial system, political and
economic events resulting in
shocks to the South African
economy, and the recommen-
dations of the De Kock Com-
mission. For more detailed
discussions, see Gidlow (1986,
1991), Garner (1994) and
Farrell (2000).

6 The classic analyses of
Fleming (1971, 1974), Barattieri
and Ragazzi (1971) and Lanyi
(1975) were seminal in the liter-
ature on the functioning of dual
exchange rate systems.

7 Fleming (1974: 5) notes
that this is not “administratively
practicable”. Lanyi (1975: 718 —
723) provided an early theoreti-
cal analysis of the links existing
between the markets, and of
the consequences of incom-
plete market separation. The
incomplete separation of the
exchange markets has been
examined more rigorously in the
recent literature by, inter alios,
Bhandari and Decaluwe (1987),
Gros (1988), Guidotti (1988)
and Bhandari and Vegh (1990).

8 This obviously does not
imply that no illegal arbitrage
took place, only that it was not
of sufficient magnitude to arbi-
trage away the spread.

Empirically, as noted earlier, these issues are investigated in this study by modelling
the volatility dynamics of various South African rand exchange rates using the fam-
ily of ARCH models.* These models estimate the conditional variance as a proxy for
exchange rate volatility, and provide a particularly appropriate means of capturing
the volatility dynamics of exchange rates. They facilitate the tests undertaken here,
for shifts in volatility processes and for volatility spillovers between exchange rates.

The paper is arranged as follows. Section 2 briefly describes the structure of the
controls. The ARCH-type models used for modelling exchange rate volatility are set
out in Section 3, and the data used in the study are introduced in Section 4. The
remaining sections deal empirically with the issues raised earlier regarding the effec-
tiveness of the controls. Section 5 describes the tests conducted for shifts in volatil-
ity in nominal and real commercial rand exchange rate series between periods when
the financial rand and unified rand regimes were in place. In Section 6 the common
features methodology introduced by Engle and Kozicki (1993) is employed to test
for a common volatility process in the dual rates, and Section 7 investigates the
presence of volatility spillovers between the commercial and financial rand exchange
rates. Section 8 contains concluding comments.

2. Description of the controls

On 1 September 1985 the South African authorities declared a standstill on repay-
ments of a large portion of the country’s foreign debt commitments and reintro-
duced exchange controls over non-residents. These controls effectively recreated
the financial rand DRS, which had been abolished thirty months earlier. Together
with the controls that existed on resident capital account transactions, the debt
standstill and the financial rand system constituted a comprehensive system of con-
trols on the country’s capital account. The intention is to describe briefly in this sec-
tion the institutional design of the financial rand system in order to provide a
benchmark against which its effectiveness can be assessed.

The financial rand system was an asymmetrically applied, partial DRS, which
evolved from the application of exchange controls to non-residents in 1961.° It was
a variant of the standard model of a DRS encountered in the literature.® Whereas the
standard model is characterised by separate markets for all (resident and non-resi-
dent) current-account and capital account transactions, with a fixed exchange rate
in the market for current-account transactions and a floating rate for capital account
transactions, the financial rand system featured a two-tier float. It was partial in the
sense that it incorporated only a subset of capital account transactions in the finan-
cial rand foreign exchange market, and it was asymmetrically applied in that free
access to this market was generally restricted to non-residents (resident access was
allowed only in approved cases).

As with any DRS, the key to the functioning of the financial rand system was the
separation of the constituent foreign exchange markets. Although it has long been
recognised that the complete separation of these foreign exchange markets is
unlikely to be feasible in practice’ because of the incentive to engage in illegal arbi-
trage between the markets, a complete inability to separate the markets implies de
facto reunification. To the extent that a significant spread between the exchange
rates is maintained, as was the case in South Africa, the controls are binding in a
crude sense.® As noted earlier, a more stringent examination of the separation of the
markets is pursued in this study by focusing on the volatility dynamics of the dual
exchange rates.
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A further characteristic of the financial rand system which is relevant to a discussion
of its functioning is the “closed pool” nature of the arrangement, where only trans-
actions associated with specific assets were channelled through the financial mar-
ket. Purchasers of these assets were therefore required to obtain the necessary
currency from sellers of the same assets, with the financial exchange rate adjusting
to clear the market.® To the extent that this “closed pool” arrangement was main-
tained, it follows that non-residents as a group could not disinvest from the country
(the system simply allowed alterations in the composition of the stock of assets held
by non-residents). Non-resident disinvestment from the country via this mechanism
therefore had no impact on the country’s balance of payments; by the same token,
however, there could be no net investment via the financial rand either.

3 Modelling exchange rate volatility using ARCH-type
models

The volatility dynamics of exchange rates have recently been modelled in the litera-
ture using the family of ARCH models first introduced by Engle (1982).** Among this
family of models, the generalised ARCH (or GARCH) model proposed by Bollerslev
(1986) and the exponential GARCH or EGARCH specification of Nelson (1991) have
proved particularly useful for this purpose.

There are several reasons for adopting the ARCH-type approach to modelling volatili-
ty. The primary motivation, however, appears to be the attractive approximation-theo-
retic properties of the models (Diebold and Lopez, 1995:8); they are able, at least
partially, to describe the volatility clustering and leptokurtosis that are characteristic of
high-frequency financial data (see Table A1, Appendix 1 for evidence of this in the data
used in this study). ARCH models attempt to model the nature of this time-varying
volatility directly, compared with the commonly employed “moving sample” measures
of volatility which discard information. In addition, ARCH models focus on the condi-
tional rather than the unconditional second moment of the process. This is appropri-
ate, since from an economic perspective, any uncertainty that can be eliminated by
conditioning on past values or additional variables is irrelevant (Diebold, 1988:36).

The most commonly used ARCH model in the literature is the GARCH (1,1) model.
This model provides an important benchmark, since it has been estimated across a
wide range of asset classes and sampling frequencies. Although it does not always
provide the optimal specification of the return-generating process, Nelson (1992)
and Nelson and Foster (1994) suggest that the GARCH model is robust to various
types of misspecification; it is often able to estimate the unobserved volatility
process consistently despite being misspecified.

The specification for the basic GARCH(1,1) model employed in this paper is as follows:

Ri=ctave, + v (1)
Ve | Weg ~ N(O, h{) (2)
ht =ag+a;v2y +by 2y (3)
ag>0; a;30; b;30; a +by<1 (4)

where the R, are (100*) the log first differences of the exchange rate data (as pre-
sented in Section 4). Since the preliminary analysis presented in Appendix 1 reveals
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9 Examples of such arrange-
ments have often involved resi-
dents’ trade in foreign securities;
the UK investment currency
market which operated between
1947 and 1979 was of this type,
as was the French “devise titre”
which operated both before and
after a ful DRS (from 11 August
1969 to 20 October 1971, and
again from 21 May 1981 to 22
May 1986). Besides the South
African system, the Netherlands’
“O-guilder” market for Dutch
bonds serves as an example of a
non-resident  closed  pool
arrangement  (this operated
between 6 September 1971 and
1 February 1974). Interestingly,
the UK also had a non-resident
system which ran alongside its
investment currency for residents
until April 1967.

10 This area of research has
been something of a growth
industry; Bollerslev, Chou and
Kroner (1992), Bera and Higgins
(1993), and Bollerslev, Engle
and Nelson (1994) provide sur-
veys. Diebold (1988) provides a
detailed discussion of this ap-
proach to modelling exchange
rate volatility.
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11 It is evident from (3) that
the ARCH(1) model is a special
case of the GARCH(1,1) model
with b; = 0.

12 The unconditional variance
of the GARCH model is given
by E[R, - ER()? = ap/[i-al-
b1]. In the case of higher order
GARCH models, Nelson and
Cao (1992) show that the non-
negativity constraints are suffi-
cient rather than necessary
conditions for the conditional
variance to be positive.

13 Note that in the special
case where a; + by = 1, the
integrated GARCH or IGARCH
model results (Engle and
Bollerslev, 1986). Here the vari-
ance of the process is nonsta-
tionary, and the conditional
prediction error variance does
not converge as the forecast
horizon increases.

14 Note that in the standard
normal case, Elef| = Q2/p)=0,798.

some evidence of serial correlation, an MA(1) model is initially estimated for the con-
ditional mean equation (1) to capture this. The conditional distribution of the error
term v, provided in equation (2) is assumed to be normal in this specification,
although fatter-tailed distributions will be discussed later. The conditional variance h?
is a linear combination of its own lagged value and that of the squared residuals from
the mean equation.** The restrictions set out in (4) are imposed on the parameters
in equations (1)-(3) to ensure positive values for the conditional variance and the
existence of the unconditional variance.***?

An alternative form of the conditional variance which is commonly used is that pro-
vided by Nelson’s (1991) EGARCH model. This model is specified here as follows:

Ry=c+avey + v (5)
v h& 6)
& | W1 ~NO, 1) (7)
Inh?) =ao + a;9(€.1) + byin(h?.y) (8)
9(€) = pe + d |e] - Elle) )

Intuitively, the conditional variance specification in (8) and (9) implies that a deviation
of € from its expected value causes the conditional variance to be larger than other-
wise in the following period (a magnitude effect in the spirit of GARCH models that
enters a, through the g coefficient).** Furthermore, if p* g then the impact of posi-
tive surprises (€, > 0) and negative surprises (€, < 0) on the conditional variance will
be asymmetric. If -1<p<Q0, it is clear that a positive surprise would increase the con-
ditional variance (8) by less than a negative surprise would. When p<-1, a positive
surprise will in fact decrease volatility. Obviously, when p=0 the asymmetry disappears.

A distinguishing characteristic of the EGARCH model is the log specification of (8).
This ensures that the conditional variance is positive, regardless of the sign of the
other coefficients. An important advantage of this over the GARCH model is there-
fore that no restrictions need to be imposed on (8) for the purposes of estimation,
which in turn makes optimisation simpler. The parameters of the GARCH and
EGARCH models are generally estimated using maximum likelihood estimation
(MLE) techniques; the Berndt, Hall, Hall and Hausman (BHHH) (1974) algorithm,
used here, is commonly employed.

In the discussion so far, the assumption has been made that the conditional distrib-
ution is normal. This is consistent with the approach adopted in a large body of work
on modelling exchange rate returns, but is not always appropriate. It has been
shown, for example, that although ARCH-type models are able to capture some of
the observed leptokurtosis in the returns, they seldom capture all of it (Hsieh, 1989;
Baillie and Bollerslev, 1990; Terasvirta, 1996).

In cases where the normality assumption is inappropriate, two main approaches may
be pursued. First, Bollerslev and Wooldridge (1992) show that the quasi-maximum like-
lihood estimates obtained under the normality assumption are asymptotically normal
and consistent if the conditional mean and variance equations are correctly specified,
but that the usual standard errors need to be modified. They derive robust standard
errors that minimise the problem of conditional non-normality.
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Alternatively, many studies replace the normal distribution with a non-normal conditional
distribution; Bollerslev (1987), for example, proposes a conditional Student-t GARCH
model with the degrees of freedom of the distribution being treated as another parame-
ter to be estimated. Following Bollerslev’s proposal, a GARCH(1,1)-t model is estimated
here which differs from the GARCH(1,1) model set out earlier in that the conditional vari-
ance equation (2) is specified as v, | W, ~ t(0, h?, j), where j represents the degrees of
freedom (which are estimated as a parameter). The standard Student-t density for j > 2
is more peaked and has fatter tails than the standard normal. In this case, the likelihood
of the model is given by:

Log L= S0y G121 - og G(2) - 5-logl-2) W5+ 1) log [1+v3 (3 (-2)4])
t=1

where d.) is the usual gamma function.

4 The data

The selection of the exchange rates to be used in the study requires comment, since
the choices made in this regard determine the type of uncertainty captured by the
volatility measure.

The first issue here concerns the use of bilateral and/or effective exchange rates. If
the volatility of bilateral exchange rates is used, then the focus is on the uncertainty
faced by a group of participants in the market (those with transactions denominat-
ed in this currency), as opposed to that faced by all participants where the effective
rate is used. In this study, both bilateral and effective exchange rates are used.

The second issue concerns the choice between nominal and real exchange rates.
Since the time horizon for a study of the impact of exchange rate volatility is relatively
short, this issue may not be that important. A standard assumption of macroeco-
nomic models (for example, Dornbusch, 1976) is that goods prices adjust more
slowly than asset prices (the exchange rate here); at least in the short term, there-
fore, a change in the nominal exchange rate would change the real exchange rate.
Under floating exchange rates, a reduction in nominal exchange rate volatility is
equivalent to a reduction in real exchange rate volatility. In this study, to the extent
that data are available, both nominal and real exchange rates are nevertheless used.

The daily exchange rate data used here are mid-rates®™ for the financial rand against
the US dollar and for the commercial rand against the US dollar, the British pound,
the German mark, and the Japanese yen (the respective log differences, multiplied
by 100, are denoted CDLFINUS, CDLZARUS, CDLZARGBP, CDLZARDM and
CDLZARYEN here). In order to focus on behaviour in the financial rand period rela-
tive to the contiguous periods when the exchange rates were unified, the following
sub-periods were identified: 7 February 1983 to 28 August 1985 (first unified peri-
od), 2 September 1985 to 10 March 1995 (financial rand period), and 13 March
1995 to 20 October 1998 (second unified period). Appendix 1 contains a preliminary
analysis of the daily data in these periods, which finds evidence of the empirical reg-
ularities that support the use of ARCH-type models.

A significant proportion of South Africa’s trade is denominated in the four commer-
cial rand currencies selected here. The Reserve Bank’s effective exchange rates, the
real (REER, 1995=100 available at the monthly frequency'®) and the underlying nomi-
nal effective exchange rate (NEER, with the log difference multiplied by 100 denoted
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15 In fact, these are the
weighted average mid-rates
of the 10:30 fixes of the rates
quoted by the four major
commercial banks.

16 The weights were based
on the value of South Africa’s
total trade in goods and ser-
vices, adjusted for the curren-
cy denomination of major
export and import commodi-
ties (Walters and de Beer,
1999). Producer or wholesale
price indices were used to
calculate the real effective
exchange rate index.
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17 The SARB has recently
introduced a new basket con-
sisting of the currencies of 14
countries (including the euro
area member states as a single
country) (Walters and de Beer,
1999).

18 Jensen’s inequality implies
that E(1/S) * 1/E(S), although
E(In(1/S)) = -EIn(S) (where S is
the foreign currency to home
currency exchange rate, and In
denotes the natural logarithm).

19 All ARCH-type models in
this paper are estimated using
the EViews 3.1 software
package.

CDLNEER), were in fact composed of these four currencies prior to 1999." The
weights used in calculating these rates were: US dollar 51,74 per cent, British pound
20,15 per cent, German mark 17,21 per cent and Japanese yen 10,9 per cent. Note
that a depreciation of the rand is indicated by an increase in the exchange rate,
except in the case of the REER and NEER where the opposite holds.

Data at the weekly frequency were obtained from the daily data above, sampled on
a Wednesday to avoid the weekend effect, and because few holidays fall on this day.
Note that the prefix ‘L’ denotes the natural logarithm of the variable in what follows.
This log specification is used throughout, consistent with other studies which
employ financial and exchange rate data. The technical advantages here include
avoiding the prediction problems associated with Jensen’s inequality’® (Meese and
Rogoff, 1983), and the fact that the log first differences approximate percentage
changes (particularly when these are small).

5. The financial rand system and shifts in the volatility of
rand exchange rates

This section investigates the effect of the financial rand system of controls on the volatil-
ity of commercial rand exchange rates. A number of such tests have been undertaken
in the literature. Artis and Taylor (1988), for example, tested for shifts in the volatility of
the conditional variances of European exchange rate mechanism (ERM) currencies (as
well as applying non-parametric tests for volatility shifts in the unconditional variances).
They found that the ERM resulted in a reduction in both the conditional and uncondi-
tional variances of the ERM currencies against the German mark. Pesaran and
Robinson (1993) also used an ARCH approach to examine the impact of the ERM on
the volatility of the Sterling-German mark exchange rate. They found that Britain’s entry
into the ERM changed the distribution of this exchange rate (the strong ARCH effects
found in the pre-ERM period are not present in the ERM period). More generally,
Caporale and Pittis (1995) considered how alternative nominal exchange rate regimes
affect the volatility of a range of macroeconomic variables in eighteen OECD countries
(including real exchange rates). They found that the mean and standard deviation of the
conditional variances of the real exchange rates were invariably higher under the float-
ing exchange rates that characterised the post-Bretton Woods period.

In Section 5.1, the first and second moments of the daily conditional variance prox-
ies for volatility are compared in the financial rand and contiguous unified periods to
determine whether or not a shift in the volatility of bilateral nominal exchange rates
is evident. A slightly different test is conducted on the REER in Section 5.2, reflect-
ing the availability of data at the monthly frequency only.

5.1 Tests for volatility shifts in nominal exchange rates

Initially, the conditional variance proxies for exchange rate volatility in each of the three
time periods identified above were obtained from the ARCH-type models set out in
Section 3, using MLE techniques.” When more than one competing model was esti-
mated, an optimal model was selected using the Schwarz information criterion
(Schwarz, 1978). The results obtained for the CDLZARUS, CDLZARGBP,
CDLZARDM, CDLZARYEN, CDLNEER and CDLFINUS exchange rate returns
described in Section 4 are presented in Appendix 2 in Tables A2.1 — 2.6, respectively.
Tables A2.1 and A2.6 confirm that the mean conditional variance of the financial rand
exchange rate was higher than that of the commercial rand rate when the controls
were in place (2,664 as opposed to 0,724).
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The conditional variance proxies for exchange rate volatility were then compared for
the various periods. In particular, the mean and standard deviation of the condition-
al variance were used to test the null hypothesis of no difference in volatility between
two periods (Caporale and Pittis, 1995). Mean and variance ratio tests, with a null
hypothesis of no difference between the first unified and financial rand periods, and
the financial rand and second unified periods, are presented in Tables 5.1 and 5.2,
respectively.

As is evident in Table 5.1, the mean and variance of the volatility of the various
exchange rates are both significantly lower in the financial rand period than in the pre-
ceding unified period. The mean and variance ratio tests reject, at the 1 per cent level,
the null hypothesis of no difference in the conditional variance of each of the bilateral
commercial rand exchange rates, and of the nominal effective exchange rate.

Table 5.1 Changes in the mean and variance of the conditional variance:
first unified period - financial rand period

Sample period Sign of Mean Variance
change ratio test ratio test
1st unified Finrand

Rand/US$
mean 2,287 0,723 - 3,163* -
standard deviation 3,322 2,805 - - 1,403*
Rand/British £
mean 1,778 0,786 - 2,262%* -
standard deviation 2,757 1,656 - - 2,772
Rand/German mark
mean 1,810 0,602 - 3,007** -
standard deviation 2,971 1,311 - - 5,136%*
Rand/Japanese ¥
mean 2,453 0,734 - 3,342* -
standard deviation 3,069 1,342 - - 5,230**
NEER
mean 2,352 0,605 - 3,888** -
standard deviation 4,923 2,866 - - 2,951*
Note: The mean and variance ratio tests are of the form x;/x, where X, is the larger of the two periods.

The variance ratio is the ratio of the squared standard deviations. The null hypothesis is that
there is no difference between the means (variances) of the two periods, and the statistic is
distributed as F( ny,n,) where ny and n, are the numbers of observations in the two periods.
With n,= 645 and n, =2394, the 5 per cent critical value is 1,107 and the 1 per cent critical
value is 1,154.

The results are not as clear in Table 5.2. On average, as the tests on the NEER
show, the mean level of volatility of the commercial rand exchange rate
increased after the abolition of the financial rand system, although the variance
of the volatility process decreased. The mean volatility of the individual bilateral
exchange rates increased in three of the four cases (not significantly in the case
of the British pound rate), though that for the US dollar exchange rate decreased
significantly. The variances of the volatility processes were significantly lower in
the second unified period in all cases.
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20 Note that this finding does
not carry over to other macro-
economic variables (Caporale
and Pittis, 1995; Flood and
Rose, 1999).

Table 5.2 Changes in the mean and variance of the conditional variance:
financial rand period — second unified period

Sample period Sign of Mean Variance
change ratio test ratio test
Finrand 2nd unified

Rand/US$
mean 0,723 0,531 - 1,362* -
standard deviation 2,805 1,320 - - 4,516*
Rand/British £
mean 0,786 0,800 + 1,018 -
standard deviation 1,656 1,495 - - 1,227+
Rand/German mark
mean 0,602 0,823 + 1,367 -
standard deviation 1,311 1,103 - - 1,413*
Rand/Japanese ¥
mean 0,734 1,092 + 1,488** -
standard deviation 1,342 1,244 - - 1,164**
NEER
mean 0,605 0,696 + 1,150% -
standard deviation 2,866 1,879 - - 2,326**
Note: The mean and variance ratio tests are of the form x;/x, where x, is the larger of the two periods.

The variance ratio is the ratio of the squared standard deviations. The null hypothesis is that
there is no difference between the means (variances) of the two periods, and the statistic is
distributed as F( ny,n,) where n, and n, are the numbers of observations in the two periods.
With ny = 2394 and n2 =900, t%le 5 per cent critical value is 1,096 and the 1 per cent critical
value is 1,139.

These results provide some evidence that nominal exchange rate volatility in South
African commercial rand exchange rates was lower during the 1985-95 period
when the financial rand system was in place than during periods when the rand
was unified. Both the mean and variance of the volatility proxy for the bilateral and
effective nominal exchange rates fell relative to the preceding unified period, and
the mean (although not the variance) of the proxy increased once the system was
abolished.

5.2 The financial rand system and shifts in the volatility of the real
effective exchange rate

At this point, itis interesting to extend the investigation of volatility shifts to include the
real effective exchange rate, and to consider whether or not the financial rand system
had a significant effect on the volatility of this important macroeconomic indicator.
This issue is related to a wider literature, dating back to Mussa (1986), which con-
siders the relationship between nominal exchange rate regimes and real macroeco-
nomic variables. A number of studies in this literature find that REERs exhibit greater
volatility under flexible exchange rate regimes than under fixed,® consistent with the
assumption of “sticky” goods prices made in many models. To the extent that this
assumption holds, it is expected that the finding of reduced nominal exchange rate
volatility during the financial rand period will be replicated here for the REER.

Since data on home and foreign price levels are only available at lower sampling
frequencies, monthly data for the REER are used here for the period from February
1983 to March 1998. The fact that there are fewer observations to work with
requires a slightly different methodology to test for volatility shifts. The MA(1)-
GARCH(1,1) and MA(1)-EGARCH models for the REER are estimated over the full
sample, with a dummy variable (DUMFINR) added to the conditional variance
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equation to account for the financial rand period. In the GARCH(1,1) model set out
earlier, therefore, equation (3) becomes

h? =ag + d*DUMFINR + a;v2; + by h34 3)
and in the EGARCH(1,1) model, equation (8) becomes
In(h%) = ag + d*DUMFINR + a19(€.1) + by (h%4) (8)

In both cases, DUMFINR takes the value 1 for observations between September
1985 and March 1995, and zero otherwise. If d; = 0, therefore, the intercept of the
conditional variance equation, indicative of the level of the volatility process, does not
depend on whether or not the financial rand system was in place. If it is significant
and positive (negative), then the conditional variance was higher (lower) in the pres-
ence of the financial rand system.

The estimation results for the two models, presented in Table 5.3, allow some general
conclusions to be drawn regarding the volatility dynamics of the REER, as well as test-
ing for volatility shifts. In both models, strong GARCH effects are evident, and in the
EGARCH(1,1) model the a,p coefficient rejects at the 1 per cent level the null hypothe-
sis that positive and negative surprises have a symmetric effect on the conditional vari-
ance. The coefficient suggests that a positive surprise will increase the conditional
variance by less than a negative surprise will. The a,p coefficient is also significant at the
1 per cent level, implying that shocks in one period increase volatility in the next.

Table 5.3 MLE parameter estimates: Real effective exchange rate

Sample period February 1983 - March 1998
Model GARCH* EGARCH
Conditional distribution N N

Lo TP PPR 0,030 -0,201
.................................................................................................... (0,161) (0,186)
o SR PRSISTR 0,239* 0,631*
.................................................................................................... (0,200) (0,035)
Lo PO O PO TSP UPPPPRPPRN 1,640* 0,564*
.................................................................................................... (0,650) (0,236)
Bl ettt ettt 0,091
.................................................................................................... (0,054)

D e 0,840* 0,548**
.................................................................................................... (0,049) (0,074)
O et -1,537* -0,707*
.................................................................................................... (0,647) (0,217)
BT P e -0,850**
.................................................................................................... (0,126)
BT G eeereenre e e e e e 0,826**
.................................................................................................... (0,213)
AT i 0,931

Diagnostics

1o T R STR -430,36 -437,41
AKAIKE. ... ettt a e aae e 4,593 4,678
STl 111 LA 4,696 4,798
Conditional variance (h% )

L TT T TP PP PPPPPPPPTN 10,432 36,532
Standard deViation...........ocvveiiiririie e 11,698 185,168

Notes: - The Bollerslev and Wooldridge (1992) robust standard errors are in ()
- Test statistics which are significant at the 1 (5) per cent level are shown by ** (¥)
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21 ltis interesting to note that
the sum of the a, and b, coeffi-
cients falls sharply when the
DUMFINR dummy variable is
included in the conditional vari-
ance equation of the GARCH
model. This is consistent with
Diebold’s (1986:55) suggestion
that regime shifts may con-
tribute to a finding of integrated
GARCH or IGARCH (where a;
+ by =1 in the GARCH model).

22 Bollerslev et al (1994), for
example, make this point.

23 It is interesting to note
that cointegration analysis is a
special case of the common
features approach, where the
common feature is a stochas-
tic trend.

24 Tests for common volatility
focusing on ARCH as a feature
have been applied to interna-
tional equity markets (Engle and
Susmel, 1993; Alexander,
1994; Arshanapalli et al, 1997),
and also to foreign exchange
markets (Alexander, 1995;
Funke and Hall, 1995).

10

More to the point, however, the results in Table 5.3 suggest that the volatility of the
REER was lower during the 1985-95 period when the financial rand system was in
place than in the periods when the exchange rate was unified. The coefficient on the
dummy DUMFINR, d,, is significantly negative in both models (at the 5 per cent level
in the GARCH model, and at the 1 per cent level in the EGARCH model).?

6. Common volatility in the financial rand system

The “commonality of volatility changes”, observed across domestic and international
markets, is often remarked upon.” The intention in this section is to investigate, using
a methodology developed by Engle and Kozicki (1993), whether the commercial and
financial rand exchange rates shared the same volatility process. The presence, or
absence, of a common volatility process is of interest since it provides further insight
into the extent to which the financial rand system separated its constituent foreign
exchange markets and insulated the commercial rand exchange rate from events in
the financial rand market.

The Engle and Kozicki (1993) methodology tests whether a feature that is present in
each of several variables is common to them. In general, features (such as serial cor-
relation, trends, seasonality, heteroscedasticity, ARCH or excess kurtosis) are
detected in individual series using standard tests. Once the presence of a feature in
individual series has been established, “common features” are detected by tests
which look for linear combinations of the series which do not have the feature.?®

A more formal definition of a feature, and a discussion of ARCH as a feature, is pro-
vided in Section 6.1. The Engle-Kozicki common features test is set out in Section 6.2,
and the results of the tests on the South African dual exchange rates are presented in
Section 6.3.

6.1 ARCH as a common feature

Formally, a “feature” can be defined as follows (Engle and Kozicki, 1993:370;
Alexander, 1994:2):

F is a “feature” if for all series X;, X,

1. x; has F implies a+bx, has F
2. X, does not have F and x, does not have F implies x;+x, does not have F
3. X1 has F and x, does not have F implies x;+x, has F

If X, and x, both have F, however, this does not necessarily imply that x,+x, has
F. A feature is a common feature of series x; only if each has F and a; exists such
that y = Sa, x; does not have F.

To illustrate the common feature result for ARCH processes (Alexander, 1995; Engle
and Susmel, 1993), consider two stationary time series which individually have
ARCH effects, namely

X =Vet ey and yp = wp + ey

where: - vi |k ~ D(O, h%)
- wq | I~ D(O, k%)

OCCASIONAL PAPER No15



- ly is the information available at time t
- ey and e, are mutually independent homoscedastic error terms

Since h2and k3 are time varying, it follows that x, and y, are time varying. The ques-
tion that Engle and Kozicki (1993) ask, then, is whether a linear combination of x,and
Yy, exists which does not exhibit time-varying volatility. To see why this is important,
consider the portfolio x; + ry,. The variance of this portfolio is

vy (X +7 y) = h? +1r2K3 +2r cov(v, wy) + constant
In general, this will be time varying. If, and only if,
v = - w; + constant

the variance of the portfolio will be independent of time. A linear combination of the
series which displays no ARCH therefore exists if and only if the series share a com-
mon ARCH effect.

Finally, note that the sign of the scale factor r determines the relationship between
the means. If, in order to minimise the volatility of a portfolio, a negative coefficient is
required, this suggests that the changes in the volatility processes are generally in the
same direction. By contrast, if the changes are generally in opposite directions, then
a positive coefficient will clearly allow the individual fluctuations to offset one another
and in this way minimise the fluctuations of a combination of the processes.

6.2 The Engle-Kozicki common feature test

Engle and Kozicki (1993:370) suggest a two-step test. First, the series (say x; and
y, from above) are tested to ensure that they exhibit the feature individually. To test
for ARCH, the LM test developed by Engle (1982) is used here; the null hypothe-
sis is formulated as H,: no ARCH, with the alternative being H,: ARCH. The uni-
variate ARCH()) test regresses the own squared returns on a constant and j lags
to obtain the TRz statistic (i.e. sample size multiplied by uncentred R?), which is
distributed as c2(j).>

If ARCH effects are found in the series, then the second step in the Engle-Kozicki
methodology entails testing for common ARCH. Here tests similar to those used in
the first stage are applied to a linear combination of the variables z, = x; + ry, for
various values of r . More precisely, the test for common ARCH involves minimising
over the parameter r the TR2 statistic from the regression of z, on a constant, and
lagged squares and cross-products of x, and y,. The TR2 statistic is distributed as c2
with degrees of freedom equal to the number of overidentifying restrictions, i.e. the
number of instruments included in the regression minus 1 (in the context of a bivariate
test). Note that the null hypothesis for tests on the portfolio z, is now Hy,: common
ARCH, with the alternative being H;: no common ARCH. A grid search method is
used here to find the value of r which minimises the TR2 statistic.

6.3 Results
The results of the ARCH tests on the financial (CDLFINUS) and commercial rand
(CDLZARUS) weekly exchange rate returns are presented in Table 6.1.27 It is clear

that both series display strong ARCH effects on the basis of tests using 1 to 4 lags.
This is important, since the inclusion of a variable which does not exhibit the ARCH
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25 To see this: if vy = -rw; +
constant, then hZ = r 2k? and
covy(vy, wy) = -r k2 Writing the
series with the common ARCH
factor wg (i.e. X; = -r w; + e,; and
Yt = W + €1, Up to a constant),
the variance of the portfolio is :

Vi (% + 1Y) = hZ+1 2 +
2r covy(vy, Wy) +
constant = constant.

26 What Engle and Kozicki
term “multivariate ARCH” may
also be tested using MARCH())
tests, which add j lags of the
squared values of other
explanatory variables to the
above. The purpose of the
MARCH tests is to determine
whether ARCH effects would
be revealed using a wider infor-
mation set in cases where no
ARCH effect is detected by the
univariate test. Since the uni-
variate tests revealed strong
ARCH effects, this test was not
necessary in this case.

27 In common with other
studies (for example, Alexander,
1995), the analysis of daily data
failed to reveal common volatility
processes. A possible reason is
that daily data contain too much
noise for the tests to detect the
common feature, hence the use
of weekly data here.
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28 Plots of the TR? statistic as
a function of the r coefficient,
not presented here, reveal that
the minimum is well defined in
the common features test
although the shape of the func-
tion is not globally convex.

29 Although the common
ARCH concept is intuitively
appealing in the present con-
text, it is important to note
some potential shortcomings in
the procedures adopted. First,
a limitation of the common fea-
tures tests that might be rele-
vant in at least some cases
tested above concerns the dat-
ing of the series. As Ericsson
(Engle and Kozicki, 1993:380)
has pointed out, if the relative
lag between the series is not
correctly specified, the tests
may reject a common feature
even when one exists. The
tests undertaken here test only
for a concurrent common
ARCH feature, so the possibili-
ty of leads or lags in the rela-
tionship between the series is
not taken into account. A sec-
ond limitation of the tests, also
identified by Ericsson, concems
their bivariate nature. If the data
are multivariate, placing the
common ARCH hypotheses in
a bivariate context may be too
restrictive, resulting in inappro-
priate rejection.

12

feature in bivariate portfolios will tend to result in a weight of zero being assigned to
the other variable in the common ARCH tests undertaken next. Effectively, the min-
imum TR2 test then has no power since it becomes a test on the variable which does
not have the feature.

Table 6.1: ARCH()) tests

ARCH(1) ARCH(2) ARCH(3) ARCH(4)
CDLFINUS 25,454* 39,319* 65,131** 65,138**
CDLZARUS 76,409** 82,713* 82,534 83,382**
c2(j) 5% critical value 3,841 5,991 7,815 9,488

Note: The TR? statistic is generated from regressions of squares of the row variable on a con-

stant, and j lags of own squares.

The test for common ARCH in a portfolio of the dual exchange rates, described
in Section 6.2, was applied and the results are reported in Table 6.2. A specifi-
cation with one lag was adopted for the tests, with a grid search over the range
-5 to 5 at intervals of 0,01 being undertaken to determine the value of r which
minimises the TR? statistic. This approach ensures that the test statistic which
comes as close as possible to eliminating the feature from the portfolio over this
range, is tested.

Table 6.2: Common features ARCH tests

Common ARCH(1) test: c¢2(2) 5 per cent critical value = 5,991

Minimum TR2
13,093* [0,0014]

Portfolio
CDLFINUS-1,27*CDLZARUS

Note: The common ARCH tests involved minimising over the parameter r the TR? statistic from

the regression of z, on a constant, and lagged squares and a cross-product of x; and y;.

On the basis of the common features ARCH test presented in Table 6.2, the mini-
mum TR2 portfolio of the financial and commercial rand exchange rates returns a
test statistic of 13,093, which rejects the common ARCH null hypothesis at the 1 per cent
level® The dual rates therefore do not appear to share a common volatility process. Note
that the negative sign and the magnitude of the r coefficient suggest that the het-
eroscedastic movements in the exchange rates are nevertheless in the same direction
(i.e. that they weaken and strengthen in tandem) and that the movements in the finan-
cial rand exchange rate exceeded those in the commercial rand. *

7. The volatility dynamics of the commercial and financial
rand exchange rates: a test for volatility spillovers

In this final empirical section, an approach pioneered by Hamao et al (1990) is
used to test whether volatility in either of the dual exchange rate markets spills
over into the other. Whereas the common features approach adopted in Section
6 tested for a concurrent common ARCH process in the markets, the intention in
this section is to test whether volatility shocks were transmitted between the
markets, with a lag.
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The spillover models estimated here are based upon the EGARCH models selected
earlier for the commercial and financial rand exchange rates (results presented in
Appendix 2). In these models, the volatility shock estimated for each of the exchange
rates is included as an explanatory variable in the conditional variance equation of
the other. Equation 8 of the EGARCH model set out in Section 3 therefore becomes

In(h%) = ag + a19(€19) + byin(h24) + 1 1v2,y @)

where v2,_, is the past squared unexpected return used to proxy the volatility shock in
the dual foreign exchange market not modelled. The volatility shock from the financial
rand exchange rate is therefore included in the EGARCH model for the commercial
rate, and vice versa. It follows that the statistical significance of the coefficient | ; indi-
cates the presence of volatility spillovers to the market under consideration.

The results obtained from the respective augmented EGARCH models are present-
ed in Table 7.1. It is evident from this table that the | ; coefficient is significant at the
5 per cent level in the model for the financial rand-US dollar exchange rate, but is
not significant at this level in the case of the commercial rand-US dollar exchange
rate. Furthermore, the positive sign on the coefficient indicates that positive volatility
shocks in the commercial rand market increase the conditional variance of the finan-
cial rand exchange rate in the following period. Volatility is therefore found to “spill
over” from the commercial rand market to the financial rand market.*

Table 7.1 MLE parameter estimates: Volatility spillover EGARCH models

Sample period Financial rand period

Exchange rate (against the US$) Commercial Financial
rand rand
Conditional distribution N N
oSSR 0,011 0,028
..................................................................................................... (0,008) (0,038)
o TR -0,071*
..................................................................................................... (0,023)
B0ttt h e E e bt a et r e r e -0,207* -0,010*
..................................................................................................... (0,032) (0,041)
al ..................................................................................................
D et 0,987* 0,958**
..................................................................................................... (0,007) (0,014)
L e e aaa s -0,001 0,004*
..................................................................................................... (0,002) (0,002)
B P et e e e 0,043 0,050
..................................................................................................... (0,023) (0,035)
BT Genreemree ettt bbbt 0,256** 0,186**
..................................................................................................... (0,034) (0,062)
1D e
Diagnostics
o o RS OTR -1912,16 -4271,03
AKAIKE. ...t 1,605 3,576
SCRWAIZ. ... 1,622 3,591
Notes: - The Bollerslev and Wooldridge (1992) robust standard errors are in ()

- Test statistics which are significant at the 1 (5) per cent level are shown by ** (¥).
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30 Note that this result ap-
pears to contradict that of a
causality-in-variance test re-
ported in Farrell (2000), which
found that causality-in-variance
ran from the financial rand to
the commercial rand market.
The tests were, however, con-
ducted using different data sets
and, what is possibly more
important, over slightly different
sample periods. When the
causality-in-variance test was
conducted using the present
data and sample period, no
causality-in-variance in either
direction was found.
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8. Concluding comments

This paper has found some evidence that the financial rand set of capital controls
affected the stochastic behaviour of the commercial rand exchange rate in the
1985-95 period. The results presented show that the proxies for the volatility of var-
ious nominal commercial rand exchange rates, the mean conditional variances
obtained from ARCH-type models, were lower in all but one case in the period when
the controls were in place than in periods when the rate was unified. Although the
variances of these volatility proxies decreased when the controls were introduced in
1985, they were also significantly lower in all cases in the second unified period. In
the case of the real effective exchange rate, a dummy variable in the conditional vari-
ance equation was used to model the impact of the financial rand system on the
volatility of the rate. The coefficient on this dummy variable was found to be nega-
tive and significant, indicating that the conditional volatility of the real exchange rate
was lower during the 1985-95 period when the financial rand system was in place
than in the contiguous periods when the exchange rate was unified.

Furthermore, the tests undertaken in this study show that volatility in the financial
rand foreign exchange market was on average higher than that in the commercial
rand market, and, more important, that it did not impact on the commercial rand
exchange rate. No evidence was found of a common volatility (ARCH) process in the
dual foreign exchange rates using the “common features” methodology of Engle and
Kozicki (1993), and although tests revealed volatility spillovers from the commercial
rand exchange rate to the financial rand, volatility was not found to “spill over” in the
opposite direction.

Taken together, these results suggest that the financial rand set of controls was
successful in achieving the primary objective of a dual exchange rate system,
namely that of providing the necessary separation between the dual exchange rate
markets. Although a “no financial rand system” counterfactual is virtually impossi-
ble to provide, it seems likely that the financial rand system insulated the commer-
cial rand exchange rate from volatility in non-resident portfolio capital flows in the
1985-95 period.
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Appendix 1: Preliminary descriptive statistics

In Table Al, summary statistics for the post-1983 period are presented for the
exchange rates described in Section 4. In line with the objectives of this paper, three
subperiods are identified: the first unified period of the rand (7 February 1983 to 28
August 1985, resulting in 645 daily exchange rate changes), the financial rand peri-
od (2 September 1985 to 10 March 1995, resulting in 2 394 daily exchange rate
changes), and the current unified period (13 March 1995 to 20 October 1998 in this
study, resulting in 900 daily exchange rate returns).

A depreciation of the rand is indicated by an increase in the exchange rate, except
for the NEER where the opposite applies. This is clearly evident in Table A1, where
the mean changes in all three periods for the NEER have the opposite signs to those
of its constituent exchange rate series. Overall, the mean changes in the various
exchange rates are largest in the first unified period, although the spread between
the minimum and maximum daily changes is largest in the financial rand period.

Excess kurtosis (ExKurt) is clear for all series, especially in the financial rand period.
The standard errors for the kurtosis estimates under the null hypothesis of hormali-
ty are 024/645)=0,193, 24/2394)=0,100 and (§24/900)=0,163 in the first unified,
financial rand and second unified periods, respectively. This kurtosis, along with the
significant Ljung-Box (1978) tests on the squared residuals (LB2?) and ARCH tests, is
consistent with the findings reported in other studies dealing with high-frequency
exchange rate data.

As the skewness statistic (Skew) reveals, the distributions of the series are not sym-
metric. The skewness estimates suggest that shocks resulting in depreciations were
dominant in all three periods. These estimates are statistically significant, since their
standard errors under the null hypothesis of normality are (6/645)=0,096,
(6/2394)=0,050 and (06/900=0,082 in the first unified, financial rand and second
unified periods, respectively. Non-normality is confirmed in all cases by the signifi-
cance of the Doornik-Hansen (1994) test statistic (C2yp).

Finally, the results of the first-order serial correlation coefficient r (1) and the Ljung-
Box statistic applied to the raw data (LB) suggest that there is autocorrelation in the
mean. Although these tests are not robust to GARCH effects, other studies have
linked similar findings of negative serial correlation to the intervention policies of
monetary authorities (Vlaar and Palm, 1993), and of positive serial correlation to the
presence of positive feedback traders (De Long et al, 1990) or the implementation
of stop-loss strategies (Krugman and Miller, 1993).
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Appendix 2: Maximum likelihood estimation parameter
estimates of ARCH models

The MLE parameter estimates for the ARCH-type models set out in Section 3 are pre-
sented here. The results obtained for the CDLZARUS, CDLZARGBP, CDLZARDM,
CDLZARYEN, CDLNEER and CDLFINUS exchange rate returns described in Section 4
are presented in Tables A2.1 — 2.6, respectively. Note that only valid models are report-
ed here; GARCH and GARCH-t models where a, + b, > 1, for example, are excluded.
An optimal model, denoted by an asterisk (¥, is selected from the remaining models on
the basis of the (lowest) Schwarz information criterion (Schwarz, 1978).

Table A2.1 MLE parameter estimates: Commercial rand/US$ exchange rate

Sample period 1st Financial 2nd
unified rand unified
Model EGARCH GARCH EGARCH* EGARCH
Conditional distribution N N N N
Lo PRSPPI 0,055** 0,008 0,011 0,040**
............................................................. (0,020) (0,008) (0,008) (0,011)
o [PPSR -0,064** -0,071**
............................................................. (0,022) (0,023)
B0 cee e e -0,269** 0,004* -0,214** -0,405**
............................................................. (0,051) (0,002) (0,028) (0,093)
Bl et 0,123*
............................................................. (0,021)
D e 0,979** 0,875** 0,984** 0,938**
............................................................. (0,009) (0,021) (0,005) (0,033)
R o O TP TP ORI 0,064 0,043 0,122*
............................................................. (0,060) (0,023) (0,054)
B Gt 0,382** 0,259** 0,435*
............................................................. (0,074) (0,033) (0,078)
[ eeerre e
A1HD] o 0,998
Diagnostics
LOG Luviiiiiiiieiiiie e -853,65 -1930,79 -1922,29 -507,10
AKAIKE......eeee e 2,662 1,617 1,611 1,138
SChWAIZ......oeiiiiiiiee e 2,697 1,629 1,625 1,165
Conditional variance (hzt)
MEAN....c.ciiiiieeiiiiiee et e e e riiee e e e saree e 2,287 0,860 0,724 0,531
standard deviation ...........cccoceeeviiiennnne. 3,322 3,548 2,809 1,320

Notes: - The Bollerslev and Wooldridge (1992) robust standard errors are in ()
- Test statistics which are significant at the 1 (5) per cent level are shown by ** (*).
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Table A2.2  MLE parameter estimates: Commercial rand/British pound

exchange rate

Sample period 1st unified Financial rand 2nd unified
Model EGARCH GARCH GARCH-t* EGARCH GARCH-t* EGARCH
Conditional distribution N N t N t N

Lo SR 0,040 0,029** 0,041* 0,031* 0,029* 0,040*
......................................... (0,028) (0,011) [0,009] (0,012) [0,016] (0,019)
Lo PR TURPTIN -0,050**

......................................... [0,020]

B eereere e -0,263** 0,009* 0,017*  -0,172* 0,026** -0,396**
......................................... (0,368) (0,003) [0,003] (0,029) [0,008] (0,079)
B e 0,102** 0,124** 0,262*
......................................... (0,018) [0,019] [0,054]
D, 0,976** 0,883** 0,858** 0,982 0,731* 0,921*
......................................... (0,018) (0,017) [0,017] (0,006) [0,042] (0,029)
1P e 0,090 0,021 0,147
......................................... (0,066) (0,022) (0,078)
A1 G 0,368** 0,214 0,447
......................................... (0,105) (0,037) (0,088)
J e 3,771 4,577
......................................... [0,247] [0,670]
Dy 0,985 0,982 0,993

Diagnostics

(oo I TR -843,12  -2338,52 -2212,88 -2337,98  -839,20 -889,74
Akaike......c.coeviiiiiiiiie, 2,630 1,957 1,854 1,957 1,876 1,988
Schwarz........cccooveeevveennnen. 2,664 1,967 1,868 1,969 1,903 2,015
Conditional variance (hzt)

[101C7: 1o RN 1,778 0,901 0,786 0,783 0,800 0,770
standard deviation............. 2,757 3,075 1,656 2,393 1,495 1,445

Notes: - The Bollerslev and Wooldridge (1992) robust standard errors are in ()

- Test statistics which are significant at the 1 (5) per cent level are shown by ** (¥)

OCCASIONAL PAPER No15



SA RESERVE BANK

Table A2.3 MLE parameter estimates: Commercial rand/German mark
exchange rate

Sample period 1st unified Financial rand 2nd unified

Model EGARCH GARCH GARCH-t* EGARCH GARCH GARCH-t* EGARCH
Conditional distribution N N t N N t N

C oot 0,053 0,036** 0,043** 0,048  -0,001 -0,009 0,031
................................. (0,033) (0,010) [0,009] (0,010) (0,023) [0,018] (0,021)
(o -0,049* -0,069*  -0,059* -0,075*
................................. (0,024) [0,019] (0,024) [0,034]

B e -0,285**  0,009* 0,013* -0,126** 0,044* 0,047* -0,260**
................................. (0,065) (0,002) [0,003] (0,019) (0,021) [0,015] (0,060)
A e 0,079*  0,094** 0,201*  0,164*
................................. (0,015) [0,016] (0,071) [0,042]
D1 0,966**  0,896** 0,879** 0,986** 0,764* 0,781** 0,935**
................................. (0,019) (0,013) [0,017] (0,004) (0,070) [0,046] (0,027)
A1 P 0,075 0,043* 0,092
................................. (0,073) (0,018) (0,065)
A1 Oreerrnreeee e 0,412* 0,148* 0,313*
................................. (0,094) (0,025) (0,072)
J reemneeeenre e 4,322% 4,325
................................. [0,270] [0,584]
ag+by 0,975 0,973 0,965 0,945

Diagnostics

(oo I IR -862,30 -2107,69 -2003,66 -2096,18 -1043,37 -973,78 -1033,21
Akaike..........ccoeeeeenee 2,689 1,765 1,679 1,756 2,327 2,177 2,307
Schwarz................... 2,724 1,777 1,693 1,771 2,349 2,209 2,334
Conditional variance (h%)

MEaAN ...vvveeeeeerreennnn. 1,810 0,740 0,602 0,678 0,881 0,823 0,821
standard deviation..... 2,971 2,787 1,311 2,399 1,269 1,103 1,047
Notes: - The Bollerslev and Wooldridge (1992) robust standard errors are in ()

- Test statistics which are significant at the 1 (5) per cent level are shown by ** (*)
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Table A2.4  MLE parameter estimates: Commercial rand/Japanese yen
exchange rate

Sample period 1st unified Financial rand 2nd unified

Model GARCH* EGARCH GARCH GARCH-t* EGARCH GARCH GARCH-t* EGARCH
Conditional

distribution N N N t N N t N
Corrrrrrrrrreenennes 0,078* 0,106 0,035* 0,036* 0,055* -0,036 -0,053* -0,010
..................... (0,034) (0,035) (0,011) [0,011] (0,012) (0,025) [0,024] (0,026)
o (U -0,204* -0,186** -0,067** -0,076 -0,071*

..................... (0,051) (0,055) (0,022) [0,021] (0,023)

AQ e 0,157+ -0,159* 0,012* 0,016** -0,118* 0,071* 0,081* -0,231**
..................... (0,077)  (0,042) (0,003) [0,003] (0,016) (0,027) [0,025] (0,058)
A e 0,225%* 0,090* 0,087** 0,174* 0,192*
..................... (0,068) (0,015) [0,014] (0,057) [0,045]

o FFURUR 0,726** 0,892* 0,887* 0,886**  0,984* 0,760* 0,741* 0,906**
..................... (0,076)  (0,050) (0,015) [0,016] (0,004) (0,065) [0,051] (0,034)
AP e 0,047 0,040* 0,109*
..................... (0,074) (0,017) (0,051)
A1 Greenerenne 0,349* 0,142%* 0,287*
..................... (0,078) (0,021) (0,072)
J v 5,349** 4,673
..................... [0,380] [0,802]
agthyo 0,951 0,977 0,973 0,934 0,933
Diagnostics

Log L............ -1076,23 -1079,93 -2464,15 -2430,36 -2465,54 -1175,24 -1138,39 -1172,54
Akaike........... 3,353 3,367 2,063 2,035 2,065 2,621 2,541 2,617
Schwarz........ 3,387 3,409 2,075 2,050 2,079 2,642 2,568 2,643
Conditional variance (h%)

mean............ 2,453 2,259 0,885 0,734 0,819 1,057 1,092 1,018
std deviation.. 3,069 2,101 2,965 1,342 2,637 1,187 1,244 1,017
Notes: - The Bollerslev and Wooldridge (1992) robust standard errors are in ()

- Test statistics which are significant at the 1 (5) per cent level are shown by ** (¥)
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Table A2.5

MLE parameter estimates:

NEER of the commercial rand

Sample period

1st unified

Financial rand 2nd unified

Model EGARCH EGARCH EGARCH
Conditional distribution N N N
PRSPPI 0,018 -0,024** -0,011
........................................................................... (0,014) (0,005) (0,009)
o USSR -0,135*
........................................................................... (0,026)

B0 e e e -0,422%* -0,243* -0,471%
........................................................................... (0,064) (0,024) (0,091)
al .......................................................................

D e 0,972 0,988** 0,953**
........................................................................... (0,014) (0,004) (0,020)
B P eeenreerirt et -0,087 -0,074** -0,141
........................................................................... (0,079) (0,029) (0,074)
B Gttt 0,595** 0,297** 0,547*
........................................................................... (0,094) (0,031) (0,100)
A1

Diagnostics

oo SRR -718,93 -1069,93 -534,36
AKAIKE ..o 2,245 0,899 0,199
SCRAWAIZ ..veviiiieeee et 2,279 0,913 1,225
Conditional variance (hzt)

10 1=T Lo USRS 2,352 0,605 0,696
standard deviation...........ccooeeeiiiiiiiiiiiin e, 4,923 2,866 1,879
Notes: - The Bollerslev and Wooldridge (1992) robust standard errors are in ()

- Test statistics which are significant at the 1 (5) per cent level are shown by ** (¥).
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Table A2.6  MLE parameter estimates: Financial rand/US$ exchange rate

Sample period Financial rand
Model GARCH EGARCH*
Conditional distribution N N

o TP PP PP PPRRTROTI -0,009 0,031
..................................................................................................... (0,028) (0,038)
o TSSOSO PTPTTPPOTPTTPTOTPPON

BL(Jr v re et r e h e h et E e h Rt Rt et h e bttt re s 0,113* -0,101*
..................................................................................................... (0,032) (0,040)
TP VPRSPPI 0,124*
..................................................................................................... (0,035)

D et 0,839* 0,961*
..................................................................................................... (0,036) (0,014)
= Ot 0,051
..................................................................................................... (0,035)
R T PP TP PPRPPIN 0,188**
..................................................................................................... (0,062)
ettt

A1 s 0,963

DIAQNOSLICS ..ceiiiiitiiiie ettt e e e e e e e e eeeeeas

LOG L ettt -4285,03 -4277,25
JN L 1| TR 3,583 3,577
SCRWAZ.....cciiiiiiiiie s 3,593 3,590
Conditional variance (h%)

4 1T= Lo TR 2,812 2,664
standard deVIAtION. .........coivuuiiiiiie e 2,742 2,214

Notes: - The Bollerslev and Wooldridge (1992) robust standard errors are in ()

- Test statistics which are significant at the 1 (5) per cent level are shown by ** (*).
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